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Abstract

In the past two decades, Matrix Product States (MPS) have become an essential tool
in the study of quantum many-body systems. They are widely applied in most fields
of condensed matter physics, both by theoreticians who study new hypothetical models
and experimentalists who study low-temperature magnetic properties of materials. This
thesis aims to present a comprehensive review of the algorithms that rely on MPS, their
strengths, applications, and limitations. As a first step, we dive into the essential physics
required to understand the models MPS aims to solve. Afterward, we go into detail on
the structure of the two principal algorithms — Density Matrix Renormalization Group
(DMRG) and Time Evolving Block Decimation (TEBD), both in the case of finite and
infinite systems. We conclude by presenting original results from the application of MPS-
based methods to solvable and non-analytically solvable models.
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AOcTpaKT

[Ipes nocseauure ase gecermierus Matrix Product States (MPS) ce npesbpraxa B ocHo-
BEH MHCTPYMEHT B U3CJIE/IBAHETO HA KBAHTOBUTE CUCTEMU OT MHOIO Tejia. Te ce nmpuiarar
IIIPOKO B TIOBEYETO 00JIACTU Ha (pU3MKaTa Ha KOHJEH3WpaHaTa MaTepusd, KaKTO OT TeO-
peTHIy, KOUTO N3y4aBaT HOBU XUIIOTETUIHU MOJIEJIN, TaKa U eKCIIEPUMEHTATOPH, U3y a-
Balllll HUICKOTEMIIEpATYPHUTE MAarHUTHU CBOICTBA Ha MaTepraJn. Ta3m aurnmomua padoTa
nMa 3a eI JIa MIPEJICTAaBU IsIJIOCTEH MPerJie]l Ha aJropuTMuTe, KOUTo pazuntar Ha MPS,
TEXHUTE CUJIHU CTPaHU, IIPUJIOXKeHus U orpanmdenus. Karo mbpBa CTbIKa e pasrie-
JlaMe OcHOBHaTa (pusmka, HeoOXoIMMa 3a paszbumpanero Ha Mmozenute, koutro MPS nenn
na pemu. Cjies ToBa Iie HABJIE3EM B IOJAPOOHOCTU 3a CTPYKTypaTa Ha JBaTa OCHOBHU
agropurbMa —Density Matrix Renormalization Group (DMRG) u Time Evolving Block
Decimation (TEBD), kakTo B ciiy4aii Ha Kpaiitu, Taka u Ha 6e3Kpaiinu cucremn. Hakpast
ITe 3aBbPIIUM PEJICTABIANKI OPUTHHAIHN Pe3y/ITaTn OT npuiaranero va MPS-6asupanu
METO/I K'bM PEIUMH U HE aHAJTUTUIHO PEITUMU MOJIEJIN.
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Chapter 1

Introduction

Quantum spin—% chains exhibit a wide ensemble of interesting phenomena. Such as
fractional quantum Hall effect ||, Dynamical quantum phase transitions [2|, Ergodicity
breaking phase transitions |3] and many more. Even more, they find applications both
in quantum computers and quantum simulators. Where they can represent a practical
realization of qubits, the quantum bit of information or a ground state of an adiabatic
algorithm in a quantum simulator [].

Nevertheless, these systems are notoriously difficult to simulate. For any spin chain
with more than a few dozen particles, even the most cutting-edge supercomputers would
be unable to calculate an exact solution. The reason is that for a system of size N, the
required memory to encode its state scales as 2V, and operations required to identify
the ground state of a given Hamiltonian are of the order O(23"). That is why numer-
ous approximate numerical techniques have been developed in recent decades. Both by
physicists and mathematicians, to better understand the relevant properties of quantum
spin—% chains.

At the forefront of these methods are the ones based on Matrix Product States (MPS).
They allow us to efficiently search for a given model’s ground states and ground state
energies. To measure both local and global observables and to simulate the time evolution
of the state by solving the Schrodinger equation

., 0
Hlp) = iho |¥). (1.1)

In addition, unlike other methods, MPS-based algorithms first simulate the approximate
state and then extract the required information from it. Meaning that one can perform
all measurements he is interested in on to a single state. Not having to use different
approaches depending on the quantity and model parameters he wants to investigate.

This thesis aims to introduce the notion of MPS pedagogically. To explore their main
features, review the strengths and weaknesses of the algorithms that rely on them, give a
background on the essential physics that they aim to solve, and present a comprehensive
summary of the possible applications. In Chap. 2 we go over the basic physics concepts we
need in order to understand the applications of MPS. In chapters 3 and 4 we present the
structure of the two essential algorithms, both for the case of finite and infinite systems.
We then conclude with Chap. 5 in which we explore different properties of the Mixed
Field Ising (MFI) and Unifrom Ising models calculated through the usage of the MPS-
based algorithms. Such as quantum phase transitions, ground state energy, entanglement



entropy, order parameters, and many others.



Chapter 2

Quantum Mechanics Prerequisites

2.1 Two-Level System

We begin our overview of quantum mechanics with the study of two-level systems. A
two-level system is a quantum system that prior to measurement, exists in a superposition
of two physically distinguishable states. After measurement, it is observed with a certain
probability, to be in only one of the two. The state of such a system, i.e. its wave function,
can be described using a state vector |¢)) defined on the two dimensional Hilbert space
C2. This system is important to us because it is essential for the notion of a qubit —
the building block of quantum computers. Indeed qubits are mathematically modeled
by a two-level system, which means that they exhibit quantum properties. From this it
follows that unlike classical bits, which have a predetermined value of either 0 or 1, their
quantum counterparts do not have a fixed value before measurement. It is only after a
measurement that they take on a concrete value and we observe either 0, which means
that the systems is then in the "up" state |1), or 1, corresponding to the "down" state
|1). Common examples are either a spin—% particle, which we will further explore, or
polarization-entangled photons that appear when an atom emits in a cascade process |].

2.1.1 Stern-Gerlach Experiment

The study of two-level systems in quantum mechanics finds its origin in the Stern-Gerlach
experiment. The main result of the experiment is the quantized magnetic properties of
electrons; more precisely, the spatial orientation of angular momentum is quantized and
can take only two discrete values +1 or -1 in units of Planck’s quantum A Ref. [6].

Figure 2.1 illustrates the setup of the experiment. Two magnets create an inhomo-
geneous magnetic field B in the z—direction. Randomly oriented silver (Ag) atoms are
produced in an oven and then pass through a collimator. Afterward, the beam goes
through a region of constant magnetic field gradient. The experiment uses Ag because
its magnetic properties are defined solely by the single 5s-orbital electron. All other elec-
trons form a spherically symmetric cloud with no net angular momentum. The atoms
are then observed on a detector placed after the magnetic field. The idea is the following:
if a particle with magnetic moment p, is moving through the magnetic field region, the
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Figure 2.1: Sketch of the Stern-Gerlach experiment. In contrast to what we expect from clas-
sical Electrodynamics, randomly orientated silver atoms are shown to have quantized magnetic

moment. Here B is an inhomogeneous magnetic field created by two permanent magnets labeled
by N and S

force acting on it is given by

0B,

Here we have ignored the forces in the z and y directions, produced by the other two

components of B as they can be canceled with an appropriate choice of an electric field
Ref. [7].

The particle’s trajectory in the inhomogeneous magnetic field will depend on the sign
of its magnetic moment p,. Classical mechanics predicts all values of p, to be realized
in the interval [—|u|, ||]. Thus, we expect to see a continuous spread of particles on the
detector. However, this is not what Stern and Gerlach observed. Instead, the experiment
showed that the locations of the particles are clustered around two points symmetrically
spread around the spot they would have reached had there not been a magnetic field.
However, since the atoms are prepared in a randomly oriented state, we do not expect
there to be a preferred direction of orientation.

To explain these experimental results, we need to define an intrinsic quantum property
of elementary particles, called spin. The spin for an electron is such that it takes only
the two discrete values :I:%. Silver atoms are, of course, not elementary particles; thus,
they inherit their spin properties from the elementary particles they consist of. As we
mentioned, Ag’s magnetic properties are solely defined by its 5s electron. More precisely,
all other electron spins are compensated by spins of opposite directions, and the spin of
the nucleus has a negligible effect in this setup.

In modern quantum mechanics, we now know that the states corresponding to the
+2 values of the spin are the eigenstates of o* (the z-Pauli matrix). We say that the
o” operator is the quantum observable for the spin component in the z-direction. An
observable is a physical quantity that can be measured and to which we juxtapose a
Hermitian operator acting on the elements of the Hilbert space. The eigenvalues of an
observable determine the possible outcomes of a measurement. That is, after performing
an experiment, the result is always an eigenvalue of the observable, and the system’s state
after the measurement has collapsed to the eigenstate corresponding to the measured
eigenvalue.



Of course, the direction of the axes in an experiment is arbitrary; we could have
equally chosen a measurement along the x or y-axis. In such a case, we should use the
o” or ¥ observable to find the system’s state.

2.1.2 Mathematical Model for a Two-Level System

We now continue by introducing the mathematical apparatus of a two-level system. As we
have seen in the previous section, the value of the spin in any direction of 3-dimensional
space can take only two discrete values. We looked at a special case of an observable
along the z-axis, but a general observable can point in any direction and can be expressed
as a linear combination of the identity operator I and the three Pauli matrices ;. In the
eigenbasis of o,, the Pauli matrices can be represented as:

0% = [(1) _OJ , oY= [(3 _OZ] , o' = [(1) (1)] : (2.2)

It is worth noting that all Pauli matrices have an eigenvalue of either plus or minus one.
The eigenvectors of o we abbreviate by |1) and |{) and they satisfy the following relation:

I =1, o) =—-111). (2.3)

Since they are eigenvectors of a non-degenerate matrix with a non-zero determinant,
they form a basis in C2. Moreover, as we mentioned in Sec. 2.1 we can represent the
quantum state of a two-level system as a vector in the Hilbert space C2. We can thus use
|1} and ||) to uniquely represent any quantum state:

V) =co|t) +eld). (2.4)

Here the coefficients ¢y and ¢; have the following interpretation: The probability of
observing the system in the [1) state is |co|*, and correspondingly the probability of
observing it in the state ||) is |¢;|*. Due to the conservation of probability, we have the
normalisation condition:

|C()’2 + ‘C1|2 =1. (25)

The above expression naturally leads us to the definition of an expectation value of
an observable. In quantum mechanics, the expectation value of an observable O is the
expected value of the result of an experiment measuring the physical quantity associated
with it. The expression for the expectation value of an observable, when the system is in
a state [¢), is defined as:

(0) = (W|O). (2.6)

For example if a system is in the up state |[1) and we measure the spin in the z-direction,
the expectation value will be:

(0%) = (1] " 1) = 1. (2.7)

To complete our overview of operators in the two-level system, we need to introduce
the lowering o~ and raising o operators for spin—% particles. Their definition through
the Pauli matrices is e iy > 4 iV

o® —io o’ +io



The main characteristics of these operators are how they act on the base vectors |1) and

).

o [N=1) " lh=m. (2.9)
We interpret Eq. (2.9) in the following way: If a particle is in the down state ||) the o™
operator "raises" the particle to the up state |1), and vice-versa if a particle is in the up
state the o~ operator "lowers" the state of the particle to |}). The operators have the
anti-commutation relations

{a+,a_} =oto 40 0" =1,

{o", 0"} =00t +ote" =0, (2.10)

{a‘, a‘} =0 0 +o0 o0 =0.
Such relations for the lowering and raising operators is typical for fermionic particles,
although, as we will see in Sec. 2.4 spin—% are neither fermions nor bosons. Nevertheless,
in Sec. 2.4 we show that through o~ and ¢ we can make a relation between the different
types of particles and utilize it to solve the Ising model (I will have referenced it in the

Introduction). As a final note, in the eigenbasis of ¢* the lowering and raising operators
have the following representation:

o = ﬁ 8} ot = {8 [1)} . (2.11)

2.1.3 Bloch Sphere Representation and General Observables

We conclude our overview of the two-level system with the definitions of a Bloch sphere
and a general observable.

As we showed in Eq. (2.4) we need two complex coefficients to describe the system’s
state. We thus need four independent real variables to describe a two-level system. The
normalisation condition imposes a requirement on the coefficients, eliminating one degree
of freedom. Moreover, using basic algebra, one can make the first coefficient real by
pulling out a global phase in front of the vector. In quantum mechanics, the global phase
of a quantum state does not matter since it cannot be measured. These facts allow us
to represent the wave function only in terms of two angles ¢ € [0,27) and 6 € [0, 7] on
the so-called Bloch Sphere, cf. Fig. 2.2. The Bloch sphere helps visualize the state of the
two-level system as it compresses a 4d space to a 2d one, which allows it to represent any
wave function of a two-level system.

We said that a general observable measures the value of the spin in an arbitrary
direction. We now give the expression of the general observable o, where i represents a
unit vector in the direction of the observable. In terms of ¢ and 6 in the eigenbasis of ¢*
we represent ¥ as:

cosf e ¥sinf

e¥sinf —cosf |- (212)

o' = cosb o* +sinf cos 0¥ +sinfsinp 0¥ =

It is worth noting that similar to the Pauli matrices the eigenvalues of o are once again
+1, which means the spin is quantized in every spacial direction. The eigenvectors of o
are denoted by |1z) and |]z); their representation in the eigenbasis of 0% is:

0 0 .
|T2) = cos 3 1) + sin 56“” 1) - (2.13)

6



. 1)

Figure 2.2: Bloch sphere with pole states being the eigenvectors of o

lz) = sing |1y — cos gei“’ 1) . (2.14)

It is clear from this expressions that the eigenstates of the generalised observable cover
all states in the Hilbert space, for example we get the [1) and [|) states for # = 0 and
@ = m. We can also see how the probability of observing :I:% when measuring o, changes
with the direction of the unit vector 4. For example, in the case of o, the probability of
observing +1 when measuring it on [17) is cos? 4. From the normalisation condition it
follows that the probability of observing —% is sin? g

From Eq. (2.4) we know that the normalized wave function is represented using two
complex coefficients. In Bloch sphere representation, this leads to the following expression
for the wave function:

0 , 0
|Y) = cos 3 1) + e [) sin 3 (2.15)

2.2 Coupled Two-Level Systems. Quantum Entanglement

Until now, we have considered only a single non-interacting two-level system, described
by the Hilbert space C2. However, non-interacting systems are an idealisation. Even
when considering the Stern-Gerlach experiment, we assumed, without explicitly stating,
that the act of measurement does not couple our particle to the measuring apparatus.
Such an assumption might be reasonable in most cases, but when trying to understand
the subtle details of the interaction, one must consider composite systems [5]. As we will
see, interaction also lies at the heart of quantum computing. When describing a system
of N-qubits, it is precisely because of their interaction that we get exponential growth in
the parameters required to describe the system’s state.



2.2.1 Composite Systems

We start by considering the most straightforward composite system — that of two in-
teracting two-level systems. We model this system by using the following mathematical
framework. Consider the composite system comprised of two subsystems A and B each
with its corresponding Hilbert space, respectively H4 and Hg. In both of them, we have
basis vectors |i4) and |up) that span the whole of H4 and Hp. We can thus represent
the state of a composite system by a state vector defined in the Hilbert space Hg, where
Hs = Has ® Hp. Here by ®, we denote the tensor product.

To clarify the idea of a composite system, let us explore the particular case of a
"product state". A system is in a product state when the two distinct subsystems it
is comprised of were prepared independently of each other and did not interact in their
evolution. The state of each subsystem is described independently of the other one,
with an appropriate wave function, either [¢)4) or |¢5). Here both |¢4) and |¢p) are
pure states on H 4 and Hp, i.e., they are represented by a single state vector, not as a
superposition of two or more states. In this case, the composite wave function is given
by:

i) = ) ® [5) (2.16)

For product states, a measurement performed on one of the systems does not affect
the other one; for all purposes, the two systems are independent.

In the non-trivial case, the two systems either interacted during their evolution by an
interaction Hamiltonian or were prepared as a non-product state. Then the state vector
can not be represented as a product state, like in Eq. (2.16). In this case, the basis
expansion of |1)g) is

sy =D B lia) ls) (2.17)

where £, are complex coefficients with the normalisation condition 3 |8;,|* = 1.

It is helpful to imagine two independent particles observed in two far-away labs when
thinking about a product state. The measurement of one does not change the state
of the other, and for all purposes, they are non-interacting. While in the case of a
non-product state, we might imagine two scientists performing the same experiment on
particles in different labs. However, the result that the first scientist gets when performing
an experiment in some way affects the result of the second scientist. We will further
explore this notion in Sec. 2.2.3.

Coming back to Eq. (2.17) one question we could ask ourselves is: Is this the unique
representation of the state vector? The obvious answer is no. Any vector in a Hilbert
space can be represented using an arbitrary basis. One such representation is the Schmidt
decomposition, defined the following way:

|ths) = ZAa a) 4 @ |e) g, ’a>A(B) € Haw)- (2.18)

Here the states |a) 4 p) are such that they form an orthonormal basis on their respective
subspace H 4(p). All Schmidt singular values A, are real and positive, it can also be shown
they are normalised Y, A2 =1 [8]. The main advantage of the Schmidt decomposition
is that in special cases, only a small amount of A, have a significant contribution. Thus
allowing us to neglect terms with negligible contribution and reducing the amount of



information required to recover the original state. In Chap. 3 we will further convince
ourselves that the Schmidt decomposition is a much more useful representation and is
essential for the numerical methods we develop.

2.2.2 Density Matrix

From Eq. (2.16) we know that for a composite wave function to represent a product state,
we have to be able to write |ig) as a tensor product of two state vectors. While from
Eq. (2.17) it is evident that for arbitrary f;, the wave function can not be represented
as a simple tensor product of two state vectors. To illustrate this we give the simplest
example of a coupled system in a non-product state, two interacting spin—% particles.
Such a state is the triplet state

0,1) +11,0)
‘wtriplet> = Ta
where by |0, 1) we have denoted |0,1) = |0) ® |1). The triplet state is clearly not repre-

sented via a direct tensor product of two state vectors, and thus represents a non-product
state.

(2.19)

Until now, we have used the formalism of state vectors to describe the state of a
system. Nevertheless, this is not an optimal way to describe a non-product state. The
main disadvantage of the state vector approach is the following: In the case of a product
state, we can calculate the expectation value of an observable O4 defined only on H 4, by
using Eq. (2.6). We are allowed to do this because from Eq. (2.16) we know that there
is a state vector |¢b4) that completely describes the state of H4. However, in the case
of a non-product state, there is no such vector because the global wave function |¢g)
does not represent a product state. Thus we cannot associate a single wave function [i4)
with subsystem A. Which means that we can not measure the expectation value of the
observable, as it requires a state with respect to whom it is to be measured.

This problem shows that we need another approach to measure local expectation
values. That is where the density matrix formalism comes into play. The definition of
the density matrix p is

ps = |s) (Ys] . (2.20)

For pure states, pg carries the same amount of information as |¢g) [7]. Thus there are no
disadvantages in using pg to represent the system’s state. On the contrary, the density
matrix is much more useful when working with non-pure states. To see why this is true,
we first define the expectation value of an observable using the formalism of density
operators:

Tr(Osps) = (¥s| Os [¥s) , (2.21)

where Og is an observable acting on state vectors in Hs. As we can see the density
matrix gives us a conceptually easy way of calculating the expectation value of Og using
the Trace operation. Nevertheless we could have reached the same results using a state
vector. Thus Eq. (2.21) is not enough to justify our new approach.

The power of the density operator formalism comes into play when we want to measure
local expectation values. To do so we define a partial density operator p4 which will gives
us the complete predictive information about subsystem A [5]. We evaluate p4 by tracing



out subsystem B in the following way:

pa=Tru(ps) =Y BBy, lia) (i4]. (2.22)
i

Using p4, it is straightforward to find the expectation value of every local observable O 4

(Wal Oalba) =Tr(Oapa). (2.23)

Thus we can make predictions for one system without considering the other, even for a
non-pure state where there is no single wave function |1 4) that characterises subspace A.

One more thing to note is that p4 by construction has a non-zero determinant, i.e.,
there is at least one basis in which it is diagonal. In fact we have already introduced this
basis in Eq. (2.18). It is the Schmidt basis of the subsystem A labeled by |j4). Thus in
it, we have the following representation of pu:

pA = Z Ajlja) (jal - (2.24)

Here by )\; we denote the eigenvalues of the density operator. Which have the following
relationship with the coefficients of the Schmidt decomposition:

A =N (2.25)

Combining the normalisation condition of the initial wave function, and Eq. (2.25) we
get for A; the relation ) ., A\, = 1. This identity shows us that if all A;, besides one,
are zero, the non-vanishing eigenvalue must be equal to unity. Which means that the
partial density operator will be a projector onto the quantum state corresponding to the
non-zero eigenvalue. We can see this clearly if we take A; to be the non-zero value, then
pa has the following form:

pa = ja) (Jal. (2.26)
Clearly if we now apply p4 on to any state |4) in H 4 it will act as a projector on to the
quantum state |74).

palia) = lja) (Gala) = (jala) ja) - (2.27)

In the next section we will convince ourselves that Eq. (2.26) is valid if and only if the
initial composite system is not entangled.

2.2.3 Entanglement Entropy of a Quantum System

We now introduce the notion of entanglement entropy. Entanglement entropy is a proxy
for the correlation between two systems. It gives us a way of quantifying how much
interaction is present between the systems we want to study. For example, in the case
of a product state Eq. (2.16) we mentioned that the two systems do not interact in their
evolution, which means that any measurement of one system gives us no information
about the state of the other. That is, even if we have perfect information about the first
subsystem, we will not know the state of the second one. That is why, as we will see, the
definition of entanglement entropy is such that it is zero for a pure state.

When talking about the triplet state, the situation is different. In it, prior to mea-
surement of subsystem A we have no way of knowing the result we will get, its either 1
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or —1 with 50% probability, but after measurement on A, we know with certainty the
state of B. As an example, if in the case of Eq. (2.19) we measure % (with A indicating
that this observable acts only on subsystem A) and we get the result +1, we know that
subsystem B must be in the state corresponding to eigenvalue —1. We will see that such
a correlation between the systems equates to maximum entanglement entropy.

Before we continue with the formal definition of entanglement entropy we emphasize
on one fact. Quantum mechanics borrows the concept entanglement entropy from the
classical notion of entropy in statistical physics. So to better understand the quantum
case, we will first review its classical counterpart. Boltzmann defined the entropy of a
system to be equal to

Sthermal = —kp(log(pi)) = —kp sz' log(p), (2.28)

where kg is the Boltzman constant, and p; is the probability that the system is in the
microscopic state i [9].

Now from the last section, we know that \; has the physical meaning of probability to
observe a subsystem in a given state. It is the reasonable to juxtapose them with p;, which
have the same meaning of probability, but in the classical sense. We also saw that when all
but one \; vanish, the quantum state of the entire system is not entangled. Looking back
at Eq. (2.28) we see that the same is true for the classical entropy. Thus it is reasonable
to borrow the notion of entropy from classical mechanics to define entanglement entropy
for composite systems.

One last to note is that the definition of entanglement entropy should be such that
the entanglement of A with B is the same as that of B with A. As have already said
entanglement measures the amount of interaction between two systems encoded in the
state. It thus makes no sense for system A to interact with B more than system B is
interacting with A.

A definition that fulfills these criteria is the following:

Sent =S4 =S = — Z)\j log \j = —Tr(palogpa) = —Tr(pplog pr). (2.29)
J

Here we will use the natural logarithm, but in some literature is also common to use a
base-2 logarithm, especially when applying this definition to quantum information.

We have already discussed the extreme case of a single non-zero eigenvalue. Now
using Eq. (2.29) we can give a complete graphical characterization of how S, depends
on the distribution of the eigenvalues A;. For simplicity we will look at the case of a 2
two-level systems, i.e., there are only two eigenvalues in subsystem A.

Figure 2.3 gives a graphical representation of the dependency of Sc,; on the value of
the first eigenvalue \;. Recall that the eigenvalues sum to unity, this means that the
second eigenvalue will equal Ay = 1 — A\;. We clearly see that the maximum in Fig. 2.3 is
observed when there is an equiprobable distribution (\; = 1/2), and the minimum — when
the distribution is deterministic (A\; = 0 and Ay = 1 or vice-versa), similar to classical
statistical mechanics. Knowing this if we now recall back to Eq. (2.26). We see that it is
indeed a valid representation of pa, only if Sey = 0

From now on, we will use the notions introduced in this chapter to talk about the
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Figure 2.3: Dependency of Sy on the value of Ay for a two-level system. We see that entropy

peaks for an equiprobable distribution and has a minimum for the deterministic case in which
one of the eigenvalues vanishes.

entanglement of a quantum system, which we will measure through our definition of
entanglement entropy.

2.3 Interacting Quantum Spin Chains

We continue our overview of quantum mechanics by introducing One-dimensional (1D)
spin chains. Quantum spin chains are a special case of a composite system consisting of
N spin—% particles placed in a linear chain. The state vector of such a system |i¢g) is
defined on the global Hilbert space Hs, where Hs = H1 ® Hs... ® Hy, with H; being the
single-spin Hilbert space on the j-site, and N being the number of subsystems. Figure 2.4
gives a graphical representation of this system. As we can see, each spin can be oriented
in an arbitrary spacial direction. What is not illustrated, though, is that, despite the 1D
configuration, interaction may not be limited to a single spatial dimension. Each particle
can interact with its neighbors in all three directions. The x,y or z-th component of the
J-th spin could affect its neighbor’s neighbor’s x,y or z-th spin components.

The only substantial restriction in the models we will study is the assumption that
each spin can interact only with its nearest neighbors and an outside magnetic field. This
turns out to be a reasonable assumption as a large amount of materials exhibit such
interactions, for example, copper pyrazine dinitrate Cu(C4H4N3)(INO3)a, KCuF3 and
CuSOy - 5D,0 [10, 11, 12]. The most common way to describe these systems is through
the 1D Quantum Heisenberg model. It can give us a good description of the properties
of magnetic systems and has the advantage of being naturally realized in crystals and
other materials of interest to condensed matter physics. One of those properties, which
we will explore in the next sections, is the quantum phase transition.

Before we define what a quantum phase transition is, let us briefly recall the main
characteristics of a classical phase transition. In the most general terms, a phase transition
is a process in which a thermodynamic system transitions from one phase to another.
Where by phase, we understand a set of states of a system that have relatively uniform
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Figure 2.4: Graphical representation of an one dimensional spin chain, with open boundary
conditions

physical properties. We usually use the term to describe the transition between states
of matter, such as liquid, solid, or gas. A phase transition occurs due to the change of
external thermodynamic parameters, such as pressure or temperature, and we call the
"critical point" the point at which it occurs. It also often involves a process of symmetry
breaking. For example, when water transitions from a liquid to a solid, it loses translation
symmetry. More precisely, from the continuous symmetry of the fluid, the state of the
system transitions to the discrete symmetry of the crystal.

This kind of symmetry breaking can also be observed in quantum phase transitions.
Despite that, the cause of the two transitions is drastically different. A quantum phase
transition is a transition between two states of a quantum system, triggered by quantum
fluctuations (instead of thermal fluctuations). Just like the classical phase transition, it
is observed when varying different physical parameters, but unlike classical phase tran-
sitions, it occurs at absolute zero temperature [13]. In classical thermodynamics, such
a transition is impossible as for T' = 0 the system should be in a single-phase indepen-
dently of any other external parameters. In quantum mechanics, though, fluctuations
are present even at 7' = 0, and are the reason behind quantum phase transitions [14].
Such a transition is characterised by an abrupt change in the system’s ground state. For
example, a system described by the Heisenberg model can transition from an antiferro-
magnetic ground state to a paramagnetic ground state at the critical point. Even more,
this transition turns out to be accompanied by process of symmetry breaking. Most
visible in the magnetization of the ground state, which we will explore in Sec. 5.1.1.

In the next sections, we will derive an expression for the critical point of a model
Hamiltonian, which will allow us to analytically see how the quantum phase transition
impacts the different properties of the model.

2.3.1 Quantum Heisenberg Model

The 1D Quantum Heisenberg model was first introduced in 1926 by Werner Heisenberg
[15]. Since then, it has found many applications in different fields of physics. Some notable
examples are the study of critical points and phase transitions of magnetic systems (which
we will explore numerically in Chap. 5), modeling the interaction of magnetic moments
in magnetic insulators, calculating specif heat capacity for low dimensional magnets, and
many more [16]. These applications are on their own enough to justify why the model has
been extensively studied both theoretically and experimentally, but there are two other
reasons, besides its practical applicability, why physicists have studied this model.

Firstly, in the years after the model was proposed, many theorists were drawn to
the possibility of finding exact solutions without having to deal with the complications
that arise in 3D models. They successfully extended the solutions for special 1D cases
to 2D ones. Such is the case for the Ising model, which we will discuss in the next
section. A large number of results were also achieved in calculating correlation functions,
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excitation energies, and thermal properties, both for the original model and for some of
its generalisations [16]. In short, the model was not only applicable to the real world but
was also simple enough to allow solutions through analytical expressions, which attracted
much interest from theoretical physicists, and continues to do so until this day.

The second reason is that numerical methods such as Density Matrix Renormaliza-
tion Group (DMRG), Time Evolving Block Decimation (TEBD) and their infinite chain
counterparts have proven to be immensely powerful in obtaining solutions to the Heisen-
berg model [17]. These methods are going to be the main focus of Chap. 3, and we will
see that by applying them, one can get results that are unattainable through analytical
expressions. Overall the Heisenberg model has proven a fruitful playground on which to
test new numerical methods, thus garnering even more interest from physicists.

Let us now present the mathematical expression for the model Hamiltonian. In
essence, the model attributes to each spin two types of interactions; one with its nearest
neighbor and one with an outside magnetic field. Both of these interactions are present
in all three spatial directions. The general Hamiltonian of the Heisenberg model has the
following form:

N-1 N
1
. z _Z __Z Yy Yy xr _x T T T .Y zZ_z
j=1 j=1
1 N-1 N
- 3 5 (Spaear ). 20
a=z,y,z \ j=1 7j=1

Here the index j means that the spin operator o acts on the j-site. More precisely
with ¢¢ we have denoted 0§ = I®"! ® ¢* @ I®N~7 where I is the identity operator
on the single-spin Hilbert space. This form of the Hamiltonian corresponds to Open
Boundary Conditions (OBC). Adding one more term of the form o0y, is equivalent
to imposing Periodic Boundary Conditions (PBC). We will only consider OBC unless
specifically stated. We make this choice because the numerical methods we explore in
the next chapters perform worse when applied to systems with PBC. The reason for it

will become clear in Chap. 3.

The first part of Eq. (2.30) consisting of the interaction terms ofo%,, corresponds
to the nearest neighbor interaction between two spins that are next to each other. The
second part of the equation models the single-spin coupling to the external magnetic field
along the three orientation axes. The constants Ji* are responsible for the strength of
nearest-neighbor interaction, and correspondingly h§ give us the strength of the magnetic
field.

Analytical results for the general Heisenberg model are, in most cases, difficult to
derive. In fact, for most instances of practical interest, they are unattainable. Even more,
in the next chapter, we will convince ourselves that for large enough systems, states in
the Hilbert space can not be described by simply writing down their components, as the
required memory grows exponentially with the number of particles N. Because of this,
even through our numerical methods, we will only be able to describe a small part of the
Hilbert space occupied by the so-called "Area law states" (see Sec. 3.3). Taking these
considerations into account, we are faced with the following problem: How do we make
sure that our numerical results truthfully reproduce the results we would have gotten
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from the actual model had we been able to solve it analytically? To tackle this, we will
introduce a special case of the Heisenberg model, the transverse-field Ising model. We will
derive its energy spectrum analytically and in Chap. 5 compare analytical with numerical
results.

2.4 Transverse-Field Ising Model

As we mentioned, the Transverse-field Ising model is attractive because it can be solved
analytically, unlike the more general Heisenberg model. Nevertheless, we can still see
many of the main features of the Heisenberg model, such as phase transition at its critical
point, correlation length for different phases, and so forth. The advantage is, of course,
that we can explore these features through analytical expressions.

The Hamiltonian we will explore in detail contains a zx spin-spin interaction and a
z component modeling the presence of an external magnetic field. It is of the following
form:

=z

—1
H=Y Jiotol  + Z hio? (2.31)

7j=1

The model was first introduced by De Gennes, Tokunaga, and Matsubara [18] in
the description of order-disorder ferroelectrics with tunneling effects, such as KH;POy.
In such materials, protons are in the double double-well potential of O — H — O bonds.
In Eq. (2.31) the za-interaction represents the tunneling effect for a proton between
two potential minima, while the z-term represents the proton-proton interaction. The
model has also found applicability in studying materials with singlet crystal field ground
states [19]. Most importantly for us, just as the Heisenberg model, it has been thoroughly
explored through the usage of DMRG and TEBD), which will be our main focus in Chap. 3,
and has become a classical playground to test numerical methods for many-body systems

20]

In the following subsections, we will explore an analytical solution for the uniform
Ising model. We will derive the expressions for the eigenvalues and eigenstates of the
model and in Chap. 5 compare them with results from numerical simulations.

2.4.1 Jordan Wigner Transformation

We do not proceed directly with the solution for the Ising field Model, as we need to
introduce an important concept first. As we have already said, the Hilbert space of a
spin—% system is two-dimensional. We can then ask ourselves the question: Are spins
bosons, fermions, or neither? The answer to this question will lead us to the Jordan-
Wigner transformation. This transformation gives us a relation between the three types

of particles and is essential in deriving the energies and eigenstates of the Ising model.

Let us first explore the case of bosons. We define the creation b' and annihilation b
operators for bosonic particles. The physical interpretation of these operators is similar
to that of the raising and lowering operators o™ and ¢~. In the description of a single
boson, for example, in a quantum harmonic oscillator, when b' acts on the state vector, we
interpret it as adding quanta of energy to the system, and vice-versa — b removes quanta of
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energy. However, in the more general case of a composite system, the creation operator,
then b (with j specifying the lattice site), acts exactly as the name implies. It creates a
particle in the j-th site, and the annihilation operator removes a particle from the j-th

site. The bosonic operators have the standard commutation relation [ZA), BT] = 1. Using

these operators and given a vacuum state |0) one can generate an infinite-dimensional
Hilbert space with the following states in it:

%(6*)” 0) = |n), where n=0,1,2....00. (2.32)

The sharp difference between bosons and spin—% particles is thus evident: bosons live
in an infinitely dimensional Hilbert space and spin—% particles live in a two-dimensional
Hilbert space. In order to juxtapose the two, we need to impose the condition (l;;)z |0) =
|0), which can be interpreted as adding an infinite repulsion term to the Hamiltonian on
the j-th site. We can then mimic the space of spins through these so-called "hard-core

bosons". We transform the Pauli matrices by imposing at each site the relations |0) <> |1)
and |1) <> |]). Then for the spin operators, we have:

z _ 7T - + 7t
oy = bj +bj, o; =0y
_ it -7
of =i(bj — by), o = b, (2.33)
z XA

The new operators b; do not satisfy the standard commutation relations for bosonic
particles, as we have made them into hard-core boson operators. Another significant
difference is that we can now have at most a single hard-core boson at a given site.
The operators, just like spin operators, commute at different sites and have the anti

commutation relations
{b},bj} — 1, {bj,bj} —0, {b},bj} —0. (2.34)

Going back to Eq. (2.10) we see that the hard-core boson operators have the same anti-
commutation relations as the spin operators; thus, this is a meaningful transformation.

We are now almost ready to introduce the Jordan-Wigner transformation. The last
things we have to introduce before that are the fermionic creation and annihilation op-
erators, é; and ¢;. We again interpret them as creating or annihilating a fermion at a
given site. We know from the Pauli exclusion principle that there can be no two fermions
with the same quantum numbers. Because of this, a given state can either be occupied
by a single fermion or non at all. Such behavior is similar to spins, where we saw that a
single spin is either in the up or the down state. It follows then that the Hilbert space
required to describe either a fermion or a spin is two-dimensional, as opposed to the
case of bosons. The difference between the two types of particles is in their commuta-

+

tion relations. Spins on different sites commute [aj , O } = 0 while fermions on different

sites anti-commute {éj, c}-} = 0. Thus it is evident that spin—% are not fermions. The

Jordan-Wigner transformation gives the mapping between the two.

First, we will give the transformation from fermions to hard-core bosons, and we will
then use it to go back to spins. The Jordan Wigner transformation for hard-core bosons
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is defined as:
j—1

A~ ~ ~ J
b = Kye with Ky =" = [0 - 20y), (2.35)
§'=1
where by n; we mean the fermionic number operator acting on the j-th site and n; is
the eigenvalue of the number operator, i.e., the number of fermions on the site. They
are related by the equation: n; |n;) = n;|n;). In Ref. [18] it is shown in detail that the
transformation in Eq. (2.35) leads to the requirements we imposed on hard-core bosons.

Now going back to the boson spin relation, we can construct the complete Jordan-
Wigner transformation from fermions to spins by substituting Eq. (2.35) into Eq. (2.33).
Doing so, we end up with the explicit expression for the Jordan-Wigner transformation:

of = Kl +¢),
ol = Kji(el—¢), (2.36)
O'; ]_—QTA?JJ

Equipped with this transformation, we can now proceed with solving the uniform Ising
model.

2.4.2 Uniform Ising Model

For the uniform Ising model, the interactions on different sites are of the same magnitude,
Le., J; = J and h; = h. The Hamiltonian then is of the form:

H= JZU +1+ (2.37)

We see that J can be pulled in front of the summation, and thus becomes only a scaling
parameter. The physically significant parameter is then 2 and all the properties of the
model are solely determined by its value.

Rewriting Eq. (2.37) in terms of fermionic operators using Eq. (2.36) we get

N
. h .
H=J7> (clel,, + e +He) + + (1= 20y), (2.38)

j=1

where H.c means Hermitian conjugate, that is the next part of the expression is the
Hermitian conjugate of the first part. We notice that this expression is valid for PBC. In
the previous section we said that we will focus on systems with OBC due to them being
better suited for our numerical methods. Nevertheless in deriving the energy spectra
of the uniform Ising model we are forced to choose PBC. Let us first see why this the
case, and then give arguments why in the thermodynamical limit where N — oo both
conditions lead to the same result

First of all, just like in Fig. 2.4 with OBC, we can give a graphical representation of
PBC when interpreting it for quantum spin chains. From Fig. 2.5 we see that imposing
PBC on our system is equivalent to placing the particles in a ring, unlike the case of OBC
which was equivalent to placing the particles in a straight line. Another major difference
is that now the 1 and N spins interact, whereas previously, they did not.
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Figure 2.5: Graphical representation of periodic boundary conditions in a quantum spin chain.

Let us now explore both models’ translational symmetries, or the lack thereof. In the
case of OBC, if we were to translate each spin to the right or the left, the system would
not remain the same, as it would lead to the boundary spins occupying a previously
unoccupied space; thus, the system is not translationally invariant. The opposite is true
for PBC; we see that translating the system leads only to a rotation by some angle
around the center, and since the spins are placed in a circle, this does not change the
system, i.e., [use tilde, see intro!| translational symmetry is present. We now recall that
from Noether’s theorem, when a system is translationally invariant, momentum £k is a
conserved quantity [21]. We thus see that for OBC momentum will not be conserved.
That is why we choose to work with PBC because to solve the model, it is essential to
introduce ¢; in momentum space, and if k is not a good quantum number, we could not
do it.

We then ask ourselves, how can we compare the results in this section with the numeri-
cal results from the next chapters if they are calculated for different boundary conditions?
The answer is quite simple; we will only be interested in the limit when N — oco. In
this case, a system with OBC becomes translationally invariant, as it is infinite, and any
translation will again lead to the same system. Thus both for PBC and OBC the results
in the thermodynamical limit are the same, and we are left with the freedom to choose
which way we want to compute them.

As a side note, observe that the Hamiltonian does not conserve the number of fermions
[define the operator], due to the terms é; é; 4+1T¢j41¢;. The conserved quantity is the parity
of the fermions. If we start with an odd number of particles, they will stay odd throughout
the system’s evolution because all pairs of creation and annihilation operators change the
number of fermions by an even number. They can either create/annihilate 2 particles
é;é;r +1/¢j+1¢; or keep the amount constant é;éjH, which means that parity is conserved.
Parity is important for us because it determines the possible values of the momentum k.
Without loss of generality, we will choose to work with odd parity, as the case of even
parity leads to the same results; more details on this are given in Ref. [20].

After those remarks, we now continue with the solution of the Ising model. From
Eq. (2.38) we see that we are left with the problem of diagonalising the Hamiltonian. As
we said, we achieve this by introducing the fermionic operators in momentum space, éL

and ¢, and afterward performing the Bogoliubov transformation.

In order to first transition to momentum space we perform the Fourier transformation
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on ¢, which is defined as follows:
7=1 (2.39)

Our choice for the parity the system leaves us with the following values for the momentum:

2nm N N
K= {k;:—, here n = —— 10—} 2.40
7 Wheren 5 + 5 (2.40)
If we now substitute the expression for the fermionic operators in momentum space back
in the Hamiltonian, we get the uniform Ising model in momentum space:

H=17) {2(% — cosk)éle, — i sin k(e el + e pey) — ﬂ . (2.41)
kel

Here we have omitted the intermediate calculations, as they are cumbersome and are
shown in more detail in Ref. [20]. We will note only the important properties used in the
calculations:

N

1 . N

N g e Mh—k)i — Opi > g 2 cos kézék = g cosk (éLék — éiké_k), E cosk = 0.
Jj=1 k

k k
(2.42)
Here by ¢, ;» we have abbreviated the Kronecker delta symbol.

The Hamiltonian in Eq. (2.41) is still not diagonal, and the problem with the conserva-
tion of the number of fermions is still not addressed. In order to tackle these problems we
perform a Bogoliubov transformation, that maps us from ¢ to new creation and annihila-
tion operators, 45 and ﬁ,i. These new operators have associated with them new excitation
particles that will be conserved in the evolution of the system. The transformation in
explicit form is

A = uply — iRl

R K i (2.43)
Y-k = UpC_ + 2 VkCy,
where uy, and vy are real and satisfy ui + v = 1, while u_j, = uy and v_, = —vy.. The
inverse transformations are given by:
ék = uk'?k — Z.U_k’?ik, (2 44)

A~ o ~ . AT
Ckp = Uk — VK-

To complete the transformation we need to rewrite the Hamiltonian in terms of the new
4 operators. We do this by rewriting the second-order terms in Eq. (2.41), such as ¢_zé.
The following are the three relations, that come from Eq. (2.43), which we need in order
to complete the transformation:

&l er = WAL — v AIAT L + v A + 02 A

éT—k;éch = U%’AYT_MAVIZ + ivfkufk’?h—k - ivkuk%’%i + VA ks (2.45)

Ekr = WA 1A — WU YA — oA + v
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After inserting these relations in Eq. (2.41) we get a long expression representing the
Hamiltionian in terms of the new operators 4.

— JZ [ — — cos k) (uA A — isv_rpundiAT L + v swmd_ Ak + 025130 ,)
—1 sink(ui(’yT k‘y,i + Yok V) + lv_gu_ k(%ﬂ k— ’Yk’Yk)
, . e . i h
—iveus (3L — AAk) + Vi (Y —x + WJZVT—k)) - j] : (2.46)

This form of the Hamiltonian might seem messy but it is through clever choice of the
parameters uy and v that we will end up with a much simpler expressmn What we
have to do is get rid of the terms that are non-diagonal, for example 4 'y ,i To do this we
require that u;, and vy be of the form:

Ok Oy sin k

Up = Ccos —, U =sin—, where tanfp=-—"——. 2.47
F 2 g 2 * (cosk — 1) (2.47)

After substituting the parameters using their new definition, the non-diagonal terms in
the Hamiltonian will cancel out. We will thus get a Hamiltonian written in the standard
form of a harmonic oscillator for each momentum mode k:

H =3 a(ili - 1). (248)
k
With the energies equaling:

2
€ = 2J\/1 + (%) — 2% cos k. (2.49)

The last equation gives us an analytical expression for the spectrum of the uniform Ising
model in momentum space.

As we said in Eq. (2.48) we have a Hamiltonian of a simple harmonic oscillator with
its associated creation ’y,i and annihilation 4, operators; thus the ground state of the
uniform Ising model in momentum space is given by the following equation:

4%10,) =0, VkeN. (2.50)

If we now wish to find the expression for the ground state energy in coordinate space
we have to measure the expectation value of the diagonalized Hamiltonian, with respect
to its ground state. After doing so we will be left with the following expression for the

true ground state energy:
Ey=-> e (2.51)

kek

Finding the expressions for the ground state and the ground state energy completes
the solution of the uniform Ising model. We note one last thing as a conclusion. In
Fig. 2.6 (a) we see the graphical representation of the dependency of €, on the parameter
%. An interesting phenomenon occurs for % = 1, where ¢, vanishes. This means that
the energy gap A between the ground state and the first excited states, in momentum

space, is 0, a common occurrence for quantum phase transitions. The point % =1is
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Figure 2.6: (a) Ground state energy in momentum space as a function of the parameter %
We see that the ¢y vanishes for % = 1. This indicates that phase transition occurs at the

critical point. (b) Ground state energy density Ey/NJ in coordinate space. We see that the
behaviour of (a) and (b) is drastically different. The first has a non-analytical point at h/J = 1,
a common indicator for a quantum phase transition. Where as the energy in coordinate space is
an analytical function independent of the value of h/J, a fact which we will once again observe
in Chap. 5.

the quantum critical point for the Hamitlionian; this point signals the phase transition
of the uniform Ising model between the ordered and paramagnetic phases. In Chap. 5 we
replicate these results using numerical methods.

To recap what we did in this section, we will mention the main steps of the solution.
We first showed that spin—% particles are neither bosons nor fermions; this led us to the
Jordan-Wigner transformation, which revealed a relationship between the different types
of particles. We then transformed the Hamiltonian in terms of the fermionic operators.
Afterward, we sought to diagonalize it and introduce new operators with a conserved
number of excitation particles. We did so by transitioning first to momentum space and
then to the new operators 4. After performing the Bogoliubov transformation, we ended
up with a Hamiltonian of a simple harmonic oscillator, with its associated creation and
annihilation operators. As a final step, we used the energy spectrum that we derived to
observe the presence of a quantum phase transition, and identify the quantum critical
point of the Ising model.
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Chapter 3

Efficient Description of Many-Body
Spin Chains

This chapter will explore algorithms that efficiently describe 1D finite lattices of quantum
particles. As we have said, these systems are of great interest to physicists but, more
often than not, are too complicated to tackle through analytical approaches. That is
why many numerical methods have been developed in the past 30 years to tackle them.
Some notable examples are Exact diagonalization of the Hamiltonian, Dynamical Mean-
field theory, Quantum Monte Carlo methods, Matrix Product States (MPS) [22, 23, 21|
and many more. To understand why we need such a wide range of numerical methods,
let us explore the general way such systems are studied. We first propose a simplified
model that is believed to faithfully reproduce the physical properties of a given system,
e.g., the Hubbard model [25] that is used to describe the transition between conduct-
ing and insulating systems or the ¢-J model [20] used in calculating high-temperature
superconductivity. We then must solve the proposed model and verify the results with
experimental measurements. In the previous chapter, we said that these systems have a
natural realization in materials that interest condensed matter physicists; thus, obtain-
ing experimental results is not a problem most of the time. The main issue is that most
models (with some exceptions, see Sec. 2.4) can not be analytically solved, e.g., the most
general Heisenberg model. Because of this, physicists are forced to resort to numerical
methods to verify approximate analytical theories.

From now on, we will focus on numerical methods that rely on the MPS represen-
tation of the state vector. We choose them because of their distinct advantages, which
make them stand out from other methods. Firstly, they allow us to explore systems that
are large enough to exhibit thermodynamic properties, unlike, for example, exact diago-
nalization methods, which give us precise results on smaller systems but are impractical
for larger ones. Secondly, these methods are well suited for efficiently computing local
observables, mainly because their numerical structure mimics the physical system. This
fact also makes them uniquely suited to measure entanglement entropy between different
subsystems. Another advantage is that for MPS the state vector is a crucial part of the
algorithm, as opposed to Quantum Monte Carlo methods, where one can only measure
the system’s physical properties without access to its state vector. One last thing to note
is that we will explore 1D spin chains, but MPS methods are not bound to 1D systems
nor by the description of spin-% particles. In Ref. [27] it is shown that MPS methods can
be naturally extended both to 2D models and to bosonic and fermionic systems. Con-
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Figure 3.1: a) Graphical representation of a vector v with size a a matrix M with dimensions
a,b and a composite wave function on an N-site lattice. b) Matrix multiplication of a matrix
with a vector. ¢) Dot product of two rank-N tensors. Structure of figure adopted from Ref. [25].

sidering all these advantages, it is evident why MPS has become a staple in the study of
composite systems.

Before we continue with the mathematical introduction of the algorithms, we will
adopt some useful notations. We label the basis on the n-th lattice site as [j,). For
example, in the Heisenberg model, those states are the up |1) and down ||) eigenstates of
0. Using this notation, we can give a general expression of the composite wave function:

’¢> = Z wjl,j%"':jn ‘jij: o ?]n> ) (31)

J1,3257 5Jn

where by |1, j2,- -+, Jn) We have denoted [j1) ® |j2) ® ---|jn), and ¥j, j,.. j, are the
coefficients of the decomposition of |¢) in this particular basis.

The next import notation which we adopt will be the graphical representation of ten-
sors, cf. Fiig. 3.1. This representation will prove useful when the expressions become heavy
on indices and summations. In this graphical representation, an object is represented by
a rectangular shape. If it has an index, we represent it with a "leg" in the form of a
straight line coming out of the object. If we have summation over some indices, we con-
nect the legs representing them. An example is shown in Fig. 3.1b). Where we simply get
matrix multiplication between a matrix and a vector by connecting one of their legs. If we
were to instead represent it as an equation, we would have to write (Mv), = > My Va,
which will be cumbersome if many tensors are involved. In Fig. 3.1¢), we see how we
can represent the dot product between two N dimensional tensors. Since it is a dot
product, all indices are summed over, meaning that all legs are connected, and the final
object has no free indices. We can then conclude that a scalar is represented either by a
simple rectangle with no legs or a group of tensors in which all legs are connected. As a
whole, this representation gives a good geometrical intuition of otherwise purely algebraic
operations.

3.1 Matrix Product States (MPS)

We are now ready give the general ansatz for the representation of a state vector as a
Matrix Product States (MPS).

d X2 XN
; : N1q . .
Wy = >N ST MM Ml NG (3.2)
J1yeenJN Q2 an

where all j, start from 1 and have the same upper bound d, where as «y also start from
1 but each have a specific upper bound of x,. If we now perform the summation over
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Qg, . ..,ay we will get:

) = Z MWa g2z, IVl 71, -, JN) - (3.3)

jl?“' 7jn

In this expression M¥in are y, X xni1 dimensional matrices, and between each two
matrices in Eq. (3.3) we perform matrix multiplication. Every Mc[fﬂi’}an +» has four indices;
The first one [n] expresses that this is the set of matrices on the n-site. The second one j,,
is what we call a "physical" index. As we said, it has dimension d, which is the dimension
of the local on-site Hilbert space; for a qubit d = 2. On the other hand, the two indices
a, and a4 are what we call "bond" indices, we will see that their dimensions are y,
and x,+1 are connected to the entanglement entropy of the state.

A requirement we impose on this representation is for the MV~ and MM to be
vectors, meaning that the dimensions ay = oy = 1. In this way, the long-expression of
matrices will become a 1 x 1 matrix, which is just a scalar. These scalars correspond to the
coeflicients v, ;, ;. in Eq. (3.1), which means that the MPS representation is equivalent
to that in Eq. (3.1) [28].

The main strength of MPS is that we can manually set the values of x,,. In fact, if we
do not impose an upper boundary on them, they will grow exponentially with the size of
the system:

max y, = 2V 1. (3.4)

The number of parameters required to describe the state of the system will then also grow
exponentially. The algorithm then becomes memory inefficient, as simply writing down
the system’s state in vector form would require only 2V parameters, much less than the
parameters needed for a MPS without an upper bound of the bond dimension. Thus it
makes sense to impose a boundary for large systems, which will not allow the tensors to
grow beyond a fixed size. Doing so solves the memory problem and creates a new one.
By limiting x,, we are effectively ignoring a part of the state, which would otherwise be
present in M ™. In general, this is not something we are allowed to do, as it would mean
effectively losing information about a part of the state. In the following sections, we will
convince ourselves that this is not an issue in all states and that the entanglement entropy
of the state solely determines the upper boundary on x,. From which it will follow that
weakly entangled states require fewer parameters to describe.

In order to make the last statement clearer let us explore some special cases of a
state written in the form of a MPS. We will first explore the case of a product state. As
we know (see Sec. 2.2.1) a general product state has the following form [¢) = [¢[')) ®
}¢[2]> X, ,® ‘¢[N}>. In this case, we can describe the system by truncating all bond
dimensions at x; = 1. Meaning that all matrices will have dimensions 1 x 1, i.e., instead
of matrices, we will only need scalars to describe the MPS. In particular, A/ has the
following form:

MW = glr] (3.5)
where the term on the left represents the 7, element of the n-th local state vector. As an
example we can take the ferromagnetic state |--- 711 ---), which represented as a MPS
is given by:

MRt =1 MM =0 v (3.6)

The reason why we need only scalars to represent a product state is that its entanglement
is zero. Moreover, from Sec. 2.2.1 we know that when states are not entangled, all but
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one A, in the Schmidt decomposition vanish, thus requiring less parameters to describe
the state. The example of the ferromagnetic state then, shows the first sign of a relation
between A, and x,,.

We now continue with some examples of non-product states. The first such state is
the Greenberger-Horne—Zeilinger (GHZ) state, widely used in Quantum information [29].
For an N-site lattice it has the following form:

D=+ 1)
7

The GHZ state clearly has non-zero entanglement entropy, as it can not be written in
the form of Eq. (2.16). Nevertheless it is only a weakly entangled state, and because of
that the tensors required to faithfully describe the state are 2 x 2 matrices which have
the following form:

|GHZ) = (3.7)

1
aio — |5 O gen (001 (3.8)

0 0]’ 0 7%
GHZ is also a translationally invariant state. We see this from Eq. (3.8) where M1 =
MBI ... = MWV this makes the task of describing such a state significantly easier. We

will explore states with transnational symmetry more thoroughly in Chapter 4.

Let us now explore the well-known Bell states. These states are typically used as
a classic example of a maximally entangled two-qubit system. They describe a two-
particle system in which the state of each subsystem prior to measurement is unknown,
but immediately after measuring qubit one, we are confident of the state of qubit two.
Bell states are mostly known for playing a crucial role in disproving the hidden variables
hypothesis [29]. A prominent interpretation of quantum mechanics in the 20-th century
was made famous by Einstein and colleagues through the so-called "EPR paradox" [30].
In general, there are four different Bell states, but in our discussion, we will focus only
on the |UT) and |¥~), as the other two are similar to GHZ and do not give different
insights. The mathematical expressions for the two states are:

0) ® [1)+]1) © [0) _mem-yeo
Vi Vi

The tensors M[™n required to describe the system 1 x 2 dimensional, i.e. vectors. Going
back to Eq. (3.4) we see that the largest x, for a 2 particle system is 2. The largest
dimension of M!™i» for the Bell states is also 2. This is because the Bell states have
maximum ent. entropy and thus require the maximum y,, when describing the state.

) = )

(3.9)

For |[U*) the MPS representation is given by:

110 1 |1 1 |1 1 10
M[OJOZ_H, M[Ullz_H, M[”O:i—H, M[m:—H. 3.10
V2 1 V3 0 V2 0 Va3
The MPS for |¥~) differs only in a single sign in M0

3.2 Canonical Form

Until now, we have only talked about MPS in a very general way; mainly, we still do
not know a procedure that can transition us from a vector representation to a MPS one
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and vice versa. Before we give the general algorithm for this, we will need to prove that
the MPS representation is not unique. We will then introduce its canonical form, and
through the usage of Signle Value Decomposition (SVD) (which is thoroughly explored
in Ref. [31]) we will derive the above-mentioned procedure.

As we said the first step is to show that the representation is not unique. Let us define
an invertible matrix X with dimension y, X xn.+1. If we have already written a state
|1) as a MPS with its associated M ["lin matrices, we can perform on it the following
transformation:

NIl — ppllin x =1 ppintlline = x pginttline (3.11)

Such a transformation clearly changes the n and n + 1 matrix, but because the X matrix
can be canceled by its neighbor X!, the new matrices still represent the original state
|1}, thus proving that the MPS representation is not unique.

The next step is to decompose the transformed M[™i» matrix in the following way:
Mfnlin — f[n]jn]x[nﬂl (3.12)

where we choose A" to be a diagonal matrix with dimensions 41 X Xns1 and strictly
positive elements, and T to have the same dimensions as M. Such a transformation
can always be performed, because transitioning from MMin 4o F[”]J" simply amounts to
dividing the i-th column of M™J» by the i-th entry on the diagonal of Al*+1),

After the two transformations of Eq. (3.11) and Eq. (3.12), we substitute the new
tensors in Eq. (3.3) and perform a partial contraction. From it we get the following
expressions:

Yy = Z MMir gyl plnlin A 41 print e prINTiN 1, in) s (3.13)
J1r-5IN
n+1 ~
= Y AL ), ® [dn) g (3.14)
Qn+1
where
(i), = ) (MO M T S ) (3.15)
.jl""7jn
|d”+1>R - Z (M[nJrlUn-H ce M[N]jN>1,5fn+1 ‘jn+17 "'7jN> : (316)
In41soIN

Equation (3.14) gives us a new representation of the state |¢)). We notice that it looks
very similar to the Schmidt decomposition (Eq. (2.18)), with the only exception that in
general |&y,41),;, are not orthonormal states.

The idea of the canonical form is to map the state |G,41), to the Schmidt state
|nt1) g, through the right choice of X in Eq. (3.16). We then have to do two more
things: Choose the elements of A" to be the Schmidt values. A,, corresponding to
the bipartition of the system with respect to the n and n + 1 site, and then find the
proper ['™Jn so that Eq. (3.12) is fulfilled. After these steps we see that Eq. (3.14) indeed

gives us the Schmidt decomposition of ) [28]. Repeating this for each site, we get the
canonical form of the MPS
) = Z AN ARIPERI2 A NIV A INH1] g1, oy ) - (3.17)
jl ----- jn
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Figure 3.2: a) A MPS written in a canonical form. The diagonal matrices A" contain the
Schmidt values of the bipartition of the system with respect to the n and n + 1 site, and the
I" tensors are of the same dimension as the M tensors. Here for clarity, we have represented
the connection with the boundary 1 X 1 diagonal matrices with dotted lines to emphasize that
A and AV are trivial. b) A MPS written in a mixed canonical form. We see that it allows
us easily to read the Schmidt decomposition on a particular bond. Structure of figure adopted
from Ref. [25].

Here with the goal of achieving an uniform expression we have added the trivial diagonal
matrices Al = AIN*1 = 1 on both ends. A graphical representation is given in Fig. 3.2

b).

3.2.1 Left, Right and Mixed Canonical Forms

Overall the canonical form is a proper representation, but in practice, especially when
computing expectation values, it is more convenient to work with both left — A — and
right — B — canonical forms. We define the tensors that represent these forms in the
following way:

Allin = AR Blnlin = pllin A2 (3.18)

We say that a MPS is written in left canonical if all tensors AT are grouped and
the expression is written entirely with tensors A, and right canonical if written entirely
with tensors B. The transition from one to the other is given by the relation:

Al = Al Bl (A b1y -1 (3.19)

The representation we will most often use is a mixture of both. If a MPS is written
in a left canonical form up to site n and right canonical form, from the n+ 1 site onward,
we say that the state is in a "mixed" canonical form; a graphical representation of this
form is shown in Fig. 3.2 b).

Figure 3.3 shows the main strength of the mixed canonical form: computing the
expectation values of local observables O™ using only local tensors. We are allowed to
do this because by construction the A and B tensors are orthonormalized [32], that is

[1]J njn dn
Z Z AE}QQ 0410; AL&nJ 1,OénAan—1,an = 17 (320)
]17 Jn A,...,0n
Blnt+1lin [n+1hn+1 Nljiy pNliv
Z Z Ln+1éni; An410n42 " " ° Bl[lN]ZYJXTHB&NCVNH - 1’ (3’21)

Jn41s0JN Onigle.
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Figure 3.3: Evaluating a local observable on system written in mixed canonical form requires
only local operators due to the A and B tensors being orthonormalized Eq. (3.21). Structure of
figure adopted from Ref. [25].

where Z[O:i];”han is the complex conjugate of A" . From Eq. (3.21) we see that the left

and right part of Fig. 3.3 sum up to unity, and thus the only parts that are left are the
local tensors B™, A" and the observable O™.

We now have a good intuition of the canonical form, but we can gain an even better
understanding if we explore the general way of converting the state vector of the 1D spin
chain to a MPS in canonical form. The steps are rather simple: We first reshape the 2V
dimensional state vector as a 2 X 2¥~! dimensional matrix Y. On it we perform SVD
which gives us 3 new tensors M, and V*. Y is a rectangular diagonal matrix with
strictly positive numbers; it can be shown that these numbers are, in fact, the Schmidt
values of the bipartition of the system with respect to lattice sites 1 and lattice site
2 [32]. The next step is to truncate ¥ up to the the bond dimension x, = 2 , and then
normalise the newly truncated matrix to ensure that > %> | A2 = 1. Accordingly, we
have to truncate both M and V* up to their respective bond dimensions and reshape M
as a y1 X d X x2 dimensional tensor. Looking back at Eq. (3.15) we can now identify M
as T, We multiply the other two matrices ¥ and V* together and take the result to be
the new matrix Y. We then perform the same procedure until we reach the final lattice
site; this yields |¢) written as a MPS in canonical form.

We now know how to transition from a state vector to a MPS, but in practice, we
would never need such a procedure. If we can write down the state as a 2¥V-dimensional
vector, we can also compute the relevant quantities without using a canonical form. The
strength of MPS is that we do not need 2%V dimensional vectors to perform calculations.
By taking into account, only the terms with significant contributions, MPS effectively
require fewer parameters to describe a state and is thus more efficient than directly
writing down all components of the vector.

We conclude the section with one unaddressed question. We already know that MPS
are used in the description of many-body systems and that this description relies heavily
on the truncation process. We also saw examples of the relation between entanglement
entropy and the increase in parameters required to describe a state. Nevertheless, we still
do not have a clear idea of the exact limitations of the MPS representation. We still have
to answer the central question: Can all states of a 1D quantum spin chain be efficiently
described using MPS? The answer to the question turns out to be a resounding no! We
will explore the reasons behind it in the next section.
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Figure 3.4: a) Area-law states constitute only a small part of the complete many-body Hilbert
space. b) Quantum fluctuations of the ground state of a gapped Hamiltonian occur only on a
small length scale. Structure of figure adopted from Ref. [28].

3.3 Area Law of Entanglement and Quantum Correlation

The Hilbert space H of a spin-1/2 chain with N lattice sites is 2V dimensional, meaning
that to describe a state in it fully, we need an exponential amount of parameters. For
example, if we want to describe a system of N =~ 250, it would require a number of
classical bits roughly equal to the atoms in the universe. We already know that MPS are
used to tackle such problems, but in this section, we will go into more detail on what they
utilise to achieve it. In doing so, we will also become more familiar with the potential
limitations of the representation.

We will start by stating the following fact: A general state in H exhibits a volume
law, that is, the entanglement entropy Sey of its bipartition is Sey &= N/2log2—1/2 [33].
What is important for us is that Se,; grows monotonically with the number of sites. From
the examples in Sec. 3.1, we already know that a larger entanglement entropy requires
larger bond dimensions. We can then conclude that MPS will not be well suited for the
description of volume law states.

We can contrast volume law states with a specific type of states, whose entropy remains
constant after a certain threshold for V is crossed. However, before we go into more detail
about them, we will first define three essential notions from quantum many-body physics.

The first one is that of a gapped Hamiltonian. We call a Hamiltonian gapped if there
is a finite energy gap between the ground state (which could be degenerate) and the first
excited state, i.e., its energy spectrum must not be continuous. The second notion is the
local Hamiltonian. For a Hamiltonian to be local, every particle must interact only with
its k nearest neighbors. For example, the Heisenberg model is represented by a local H
for Kk = 1. The third notion is the correlation length £. It gives us a measure of the order
in the state of a system; in the case of quantum spin chains, it quantifies how much, on
average, different spins in some fixed directions co-vary with one another. Its definition
comes directly from the standard correlation function C,,, in statistical mechanics:

Crnn = (01,0) — (0,)(Op,), (3.22)

where O,y in the general case is an arbitrary operator on site n(m); for our purposes,
we will calculate C,,,, using the o?. The correlation length appears in expressions when
attempting to describe the spatial behavior of C,,,,. More precisely, if a system’s proper-
ties are defined by some parameter g (for example h/J in the transverse field Ising model)
and its value is higher than the critical value g., for which phase transition occurs, C,,,
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Figure 3.5: A comparison between the 16 largest Schmidt values of [ig) of the transverse field
Ising model, for A/J = 5 and those of a random volume law state. For both we have N = 10,
and we use « to label the different Schmidt values.

would have the following behavior:

From this expression, we see that & is, by definition, the parameter in the exponent,
which shows how fast C,,, decays. Note that we define £ to be a dimensionless number.
We also notice that in this expression, the correlation length is given as a function of g,
which means that the interaction between the particles heavily depends on the system’s
parameter, which we will utilize later.

(3.23)

We now have the necessary background to explore the counterparts of volume law
states — area law states. For them, entanglement grows proportionally to the area of the
bipartition [31]. The area law is exhibited by the ground states |¢) of gapped and local
Hamiltonians. Alternatively, more precisely, the entanglement entropy of the bipartition
of an area law state is bounded from above by:

Smax < 6€1n (d) x In (€) x 266 (@), (3.24)

The expression is taken from Ref. [34] in it £ is the correlation length and d is the
on-site Hilbert dimension. This maximum entropy is reached for some Negrrelation = &,
meaning that growing the system beyond it will not increase the entanglement entropy
of |¢). Intuitively we can see why this might be the case from the following fact: ground
states contain fluctuations only within £ [28]. Thus only particles near the cut should be
entangled. An illustration of this phenomena is shown in Fig. 3.4 b.

Area law area states are a particularly useful type of state; Unfortunately, they span
only a small part of the whole Hilbert space Fig. 3.4 a. Nevertheless, they are more than
well suited for exploring the phenomena we will focus on in this thesis, such as phase
transitions, magnetization, correlation length, entanglement entropy, and so on.

The last unaddressed question is: What is the concrete reason that area law states
are well approximated by MPS? Before we give a rigorous answer, let us first look at
Fig. 3.5, which shows us the largest 20 Schmidt values of the ground state of the uniform
Ising field model (Eq. (2.31)). We see that they decrease exponentially and that only the
first couple of values have any significant contribution. It follows then that truncating
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the state after some A, is a viable procedure. The case is not the same for volume law
states though. In Fig. 3.5, shown in red, we see that all the Schmidt values of a random
volume law state, are roughly equal to 2=/2; thus, truncating will lead to a considerable
loss of accuracy. Meaning that for volume law states the MPS approach is not applicable.

As a side note, there is one case where the behavior of |1)y) differs substantially, and
it no longer obeys the area law. We see this change when we are at the critical point
% = 1, where the state exhibits a logarithmic correctian to the are law behavior. We will
come back to this claim in Chap. 5.

Coming back to the question of why MPS works for area law state. We can now
state the claim that is of largest significance for MPS. For every ¢ > 0 we can truncate
the Schmidt decomposition of a state obeying the area law, at some Y,nq.. Such that,
independent of the system size we will have:

Xmaz

) = D Aale), @ a)y| <e. (3.25)

We notice that the summation term on the left-hand side is the truncated state vector,
Eq. (3.14). The equation shows us the strong relation between area law states and the
MPS representation. You can find the proof of Eq. (3.25) in Ref. [34].

3.4 Time Evolving Block Decimation (TEBD)

We are now ready to discus the first of the two major algorithms that rely on the MPS
representation - Time Evolving Block Decimation (TEBD). The goal of the TEBD algo-
rithm is to evolve the state vector of quantum spin chain. We can represent it with the
following equation:

() = U(#)[4(0)), (3.26)

where U(t) is the time evolution operator, which has two separate definitions.

For a real-time evolution, with a time-independent Hamiltonian H, it is of the form -
U(t) = exp(—itH). We can verify that this definition corresponds to real-time evolution
by plugging |¢(¢)) into the Schrodinger equation (Eq. 1.1). It is then trivial to show that
Eq. (3.26) will in fact be the formal solution of the Schrodinger equation [7]. We can thus
conclude that U(t) is the operator that evolves an initial state |¢)(0)), at time ¢ = 0, to
a final state [¢(t)) at time t.

The second definition of U(t) is for imaginary time evolution - U(t) = exp(—tH).
The only difference is that a single imaginary unit in the exponent has to be removed.
Nevertheless, it turns out this is a significant change. In the first case, we used U(t) to
describe the time evolution of a system, but in the latter, we use it to find the ground state
|Ygs) of a time-independent Hamiltonian [28]. We do this by taking the limit ¢ — oo,
then applying U(t) to a state vector [ig), and finally normalising the hole state.

. et |10)
— lim Y0/
Wes) = B o= gy

Why this procedure yields the correct results is shown in an excellent review in Ref. [35]

. (3.27)
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Technically TEBD can be applied in both scenarios, but in practice, it is mainly used
to study matter’s dynamical properties through real time-evolution. The reason is that
DMRG is better suited for the search of ground states and is also much easier to generalise
to two dimensions. On the other hand, imagination time evolution can not be applied
to systems with long-range interactions, which are present in two and higher dimensions,
and thus has no natural extension generalisation [30].

3.4.1 Suzuki-Trotter Decomposition

The essential component of the TEBD algorithm is the Suzuki-Trotter decomposition
[37]. Tt allows us to approximate the exponent of a sum of two non-commuting operators,
with two separate exponents. The second order expansion is given by:

e(XJrY)ét _ eXét/QeYéteXét/Q + O(dtg), (328)
here X and Y are operators that do not commute with each other, and 0t < 1 is a small
time-step.

In our case the way to utilise the expansion is to decompose the Hamiltonian -
H = > hl»m+1as a sum of two non-commuting operators, both of whom are a sum
of commuting operators:

H — Z h[n,n+1] + Z h[n,nJrl] ) (329)

n odd L, n odd

-~ -~

Hodd Heven

The index n odd/even runs only over the odd/even numbers, thus each term in its re-
spective sum commutes with the rest. We use this to express the time evolution operator
of HOdd/eVEH = Zn odd/even h[n,n+1] as ei&HOdd/even = l_Inodd/eveI1 €i6th[n,n+1], where the decom-
position is now exact, due to the commutativity of the operators in the exponent.

Combing both steps, we end up with the following approximate expression for U (dt):

H Unn-H] 5t/2] H U[nn+1] (St]

n odd n even

U(dt) ~

[T vt (575/2)] (3.30)

n odd

Each term UM 1(§t) in the expression is what we call a gate. By first applying only
the even gates and then the odd ones we will simulate the time evolution of the system -
using only local two-site operators Fig. 3.6 a). TEBD’s main advantage is the locality of
the gates, because of it after each update we can truncate the new tensors, thus keeping
their bond dimensions fixed. A fact that we will elaborate more on in the next subsection.

As a final note, going back to Eq. (3.28) we see that the accuracy of the Suziki-Trotter
decomposition is proportional to O(5t*). Meaning that evolving a system with significant
time steps will lead to an increased accumulation of error. We will see how this error
affects the accuracy of TEBD in Chap. 5.

3.4.2 Unitary Update of an MPS.

We are now ready to look at the essential part of the TEBD algorithm, the one that is
responsible for the real time evolution - the Unitary updates of the MPS.
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Figure 3.6: a) In TEBD at each time step 6t we express the time evolution operator U(dt) as
a product of local two-site operators. b) The process of updating the state after applying the
time evolution operator. Structure of figure adopted from Ref. [25].

They can be split into two distinct cases. The first one is when H consists of purely
local on-site operators. In it, if the state is represented in canonical form (Eq. (3.17))
each update of the MPS is given by:

NG ZUJ" ol (3.31)

We notice two specifics about this update: The A matrices remain unchanged, meaning
that the entanglement entropy of the state is constant throughout the evolution. More-
over, the gate U ;,” has purely physical indices; thus, applying it to a single I' does not lead

to larger bond dimensions of I'. The two facts are connected, and by recalling Sec. 3.3,
we can see why this is the case.

Updating a state using two-site operators is not such a straightforward procedure. To
do so we have to perform an update on two sites n and n+1 in the same time. We achieve
this by first have to rewriting the state in a basis spanned by the left Schmidt states |a,);,
the two local basis vectors |j,) and |j,41), and the right Schmidt states |ay,42),. The
four of them form an orthonormal global basis |a,,); & |jn) ® |jnt1) ® |@nia) g, in which
we express the state vector |¢)) as:

ST 00 Jan)y i) lnsn) o) g (3.32)

JnsJn+1,
Qn,0n 42

where @J"J"“ are the coefficients of the wave function |¢). Looking at Fig. 3.6 b) we see
that these coefﬁments are given by

@nin+1  — ZAa . Blin  gltiling (3.33)

Oé'nan+2 anan+1 AUn4+10n42
On+1
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Now rewriting the wave function in such a way allows us to apply the gate U(dt) on
to the state in a simple manner:

N
~j .7 +1 — jnjn+l Jn]n+1
@ar;oréln+2 - U]/ j’ 4 @anan+2 (334)
nJn

A
]n]n+1

© now represents the updated state of the |t)). The only problems is that now |¢) is not
written in canonical form. To again transition to it we need to extract the new tensors
B and B"* form ©. In order for us to do so we reshape © in to a dy, X dxni2
dimensional matrix. Since we are already familiar with the relation between SVD and

the canonical form of a MPS, it is then natural to decompose © using SVD so as to
preserve the canonical form of the state. Doing so we gives us the following result:

a — Z Al A [n+1] pn+1]
@]nan]n+1an+2 - Ajnan§an+1AO¢n+1an+l Ban+1jn+1;an+27 (335)

An+1

where A", A"+l and B! are the new left and right matrices on the (n,n + 1)-th site.
In the above expression we use the notation o, 11j,11; 1o to emphasize that the tensor
has 2 indices one with dimensions o, 1,11, and one with a1 2, adding up to a combined
number of oy, 11 X Jni1 X 9 elements.

As a last step we need to reshape A" and B back to 3 dimensional tensors, and
recover their canonical forms. In order to do we need to take in to account the transition
from left to right canonical representation, give in Eq. (3.19).

Bllin  — Al ) (Al )"t Birtlien — gl (3.36)

QnQni1 QnQn* " jn0n;Qn+1\" “Qnt10n41 An1Qn+2 7 Qnt1fn+1;0n0+2

Naively we can say that this transition concludes the algorithm. However, there is one
last problem that we have to tackle. After all the steps we performed the bond dimensions
of the new tensors have increased two-fold [28], that is Xpew = dXoa (Where for spins
d = 2). As a result, the amount of information required to describe the state has also
grown, and by repeatedly applying the algorithm it will continue to grow exponentially.
We tackle this by truncating both tensors up to some ypnax right after we have extract
them through SVD. Essentially what this does is approximate the state using only the
most relevant parts of its decomposition. However, due to the reduction of the tensors,
the norm of the state will be reduced. That is why we are forced to normalise it by hand
to keep the norm equal to unity at each iteration. This can be achieved by dividing the

@jnjn+1
QnQn41

Qn 7jn 7jn+1 ;On 42

tensors with the normalisation factor N = \/ >

As a concluding remark, we note that, in most cases, the entanglement entropy of
a state increases with each step of the algorithm, thus making our approximation more
and more inaccurate. That is why in longer periods of time specifically when the time
steps are of the order O(exp(N) [27], the TEBD algorithm no longer gives us a valid
approximation of the state. Which is a limiting factor in the applicability of TEBD in
some scenarios [3]. In Sec. 5.1.3 we will see through numerical simulations the relation
between the amount steps we perform and the subsequent loss of accuracy. Let us note
that this behaviour is in contrast to that the DMRG algorithm, where each following step
makes the approximation even more accurate.
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Figure 3.7: A general global operator expressed as a MPO. Structure of figure adopted from
Ref. |28].

3.5 Matrix Product Operators

In the previous sections, we explored the MPS representation of state vectors and their
time evolution. Nevertheless, we still do not have a way of measuring expectation values
of global observables, which are an essential element of Quantum mechanics. To put
it more precisely, we lack an extension of MPS to the space of operators. Such an
extension is given by Matrix Product Operators (MPO). Through them, we can measure
the expectation values of both local and global observables. And as we will see, they also
play a crucial part in the DMRG algorithm introduced in the next section.

The general anzats for a MPO is:

d d
O= Y > otwhhnwllen  wiNovise® |5 n) Groodnl (3:37)

TN Gl

Here W1inin are D x D dimensional matrices |7,) and |j,) are the local basis vectors on
site n. As typical we look at the case of OBC, where the boundaries of the expression,
v® and vl are D dimensional vectors. Between all tensors in Eq. (3.37) we perform
matrix multiplication, which similar to MPS means that the hole expression in front
of 1, ., Jn) U1, ,j}v| ends up being a scalar. In Fig. 3.7 we can see a graphical
representation of a global operator O written as a MPO.

The main strength of MPO is that they allow us to represent exactly any local Hamil-
tonian, using a relatively small matrix dimension D. Their structure is also very similar
to that of MPS, as both are represented by a list of tensors at each site. Because of that,
computing expectation values using the two representations together is highly efficient,
and we will often utilize it from now on. More information on the properties of MPO is
given in Ref. [32].

We will now present the general way to construct the nearest neighbor Hamiltonian
as an MPO, and then continue with a concrete example. Let us start with the simplest

case, that of a 1-site local Hamiltonian H = ) h% 0%, where a can be either =,y or z.

Written as an MPO H is represented through the P [PLin matrices, which in this case

have the following form:
Wik — [g hkﬂak} . (3.38)

Each entry in Wl is an operator acting only on the k-th site. The matrix W for all
local Hamiltonians turns out to be upper triangular.

The next step is to add a nearest neighbour term to the Hamiltonian: », Jropop, ;.
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This increases the required dimension for W by 1, and leads to

I oy h§
Wk =10 0 Jgog,,|. (3.39)
0 0 I

The extension to additional nearest neighbour terms is clear; we increase the dimension
of W by one, we then add the first operator to the O-th row and the second operator to
the last column. In both cases v and v* are D-dimensional vectors which are defined as

vl =(1,0,..., 0, 0), v =(1,0,...,0, 0)7. (3.40)

We will conclude the section with a concrete example for the MPO representation and
an additional remark regarding the algorithm for its construction. To do this, we will
take a look at the mixed-field Ising model

N-—1 N
H=> Jioiot., + Y hio: +hiof. (3.41)
k=1 k=1

This model is very similar to its transverse counterpart (Eq. (2.31)), but with an addition
magnetic field in the a-direction )’ ;hioy. Because it includes only a single nearest
neighbour interaction we ask ourselves could we directly apply Eq. (3.39) or does the
presence of a second local term change the schematic? It turns out it does not, and with
only a slight modification of Eq. (3.39) we can get the Hamiltonian as a MPO:

I of hjo®+ hiog
wWH =10 0 Jiob : (3.42)
0 0 I

3.6 Density Matrix Renormalization Group (DMRG)

We are now ready to present the DMRG algorithm. Unlike TEBD, which is used to evolve
a state vector given a unitary time evolution operator, we use DMRG to variationally
optimize the MPS. More precisely DMRG is used to find the lowest-energy wavefunction
|thmin) of a Hamiltonian and its associated ground state energy (¥min| H |¢min). The
algorithm was first proposed in 1992 by Steven R. White and is until this day the most
efficient method for 1D composite systems. DMRG has gone through many variations
since its inception. In this thesis, we present only the modern version of the algorithm,
which heavily relies on MPO and MPS as opposed to the initial version proposed by
White [32].

The main idea behind the algorithm is the following: Just as in TEBD we represent
the state of the system at each step by a MPS. We then use variational algorithms to
minimize the energy of the state by optimising the tensors of each two neighbouring sites.
We do this by first computing the two-site tensor ©/r/n+!  (first defined in Eq. (3.33))),
and then use it as an initial state in an iterative algorithm (e.g., Lanczos [38]) that finds
the ground state of an effective Hamiltonian H.g. After reshaping the ground state we
utilize SVD to decompose it in three tensors and update the MPS. After repeating this
procedure for all sites the state of the system converges to the ground state of H. We call
the process of going over each pair of sites from left to right n = 1,1...N and then back
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Figure 3.8: Step by step graphical representation of the DMRG algorithm. Structure of figure
adopted from Ref. [25].

from right to left, a "sweep". In practice for the state to converge properly we might
require multiple sweeps. In general the amount of sweeps required is larger when the
energy gap above the ground state is small and the correlation length is large [258]. We
can also see an important difference to TEBD; in it we needed two layers, one for the
odd and another for the even sites. Here there is no such requirement as we are free to
go from site to site without having to skip.

We will now go over every part of the algorithm. To make the expression clearer we
will often refer to Figure 3.8 which graphically illustrates the DMRG algorithm step by
step. The first step is to calculate the two-site tensor. We will assume that the state of
the system is represented as a MPS in mixed canonical form. We then identify the A
matrix and group it with the B and B! tensors on its the right. The equation for
the two site tensor is identical to that in TEBD,

Qinint1 ZAM Bllin  gltiling (3.43)

Oénan+1 AnOn "~ OnOnt1 OUn4+10n42

We can use the tensor to represent the two site wave function |@/~1> in the variational space
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spanned by the orthonormal basis vectors |a,) ® |jn) ® |Jni1) ® |anie), in the following
way':
[y=" D OkI aw, fus 1, Qnse) - (3.44)

Oy JnsJnt1,0m 42

Next, we have to compute the effective Hamiltonian. H.g can be viewed as a x2d? X
X2.d* dimensional matrix acting on the variational space. It consists of three main
components. The first two are the so called left L™ and right R environments. Each
environment has three open legs, one MPO bond index, and two bond indices from the
bra and ket MPS. We will come back to their initialisation afterward, for now, we will
assume we have already performed the required computations. As is shown in Fig. 3.8
b) after contracting the two environments with the third component — the W tensors —
we get Heg.

In order to now minimize the energy E = (4| Heg|t)) we need to find the ground state
vector of the Hamiltonian. The procedure for that turns out to be the most computa-
tionally expensive part of DMRG. We tackle this we utilising the Lanczoz variational
algorithm. Variational algorithms work best when the initial guess is close to the actual
answer. Indeed that is why we computed @iﬁjﬁﬁ . in the first place, so we can use it as a
starting point. We could also use direct diagonalisation algorithms, but doing so will not
take advantage of the iterative nature of DMRG. The reason is that direct diagonalisation
algorithms require the same amount of steps on the second and all subsequent sweeps.
But the two site tensor is already a good approximation of the new H.g even after a
single sweep. And using it as an initial state of a variational algorithm, will lead to a
convergence of the algorithm in only a few steps.

This update is very similar to the one we did in TEBD, where after applying the
unitary operator we again had to extract the new MPS from the two site tensor. The
procedure for this is illustrated in Fig. 3.8 ¢), and it is as follows: We first reshape
O as a Ynd X Xniod dimensional matrix and apply SVD to split it in three matrices,
which we then reshape into the tensors A", AP+ and Bl*. Again when doing this we
have to be careful and avoid growth in the bond dimension x;. We ensure this does
not happen by truncating the new index «,.1. The last part of the update is to make
sure that the wave function is normalised, this is done by dividing the new tensors with

2
N = \/ZOC,L WJnsJn41,0n 42

We now have improved guesses for the tensors at the n-site, and can move on to the
next one. When doing this we have to move the center of the MPS from the n-th to the
n + 1 site, if we are moving to the right, and to the n — 1 site if we are moving to the
left. Something we need to mention is that if we are moving to the right we know how
to construct ©, but if we are moving to the left we will have to use AP~1AM and Al+1],

@jnjn+1
QnQn41

The last step is to find the new environments L and R. We define the starting
environments LY and RV as:

LW =4, 5 0f RY =5 vl (3.45)

ANH1GN+1 YNy

Here the delta matrices are in fact scalars, because a; and an; take only a single value.
Obtaining the next iterations of the environments could be done by a simple recursion
rule, shown in Fig. 3.8 d). The recursion means that if at each step we update the left or
right environment, depending on the direction of the sweep, we can get all environments
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starting from LP up to LIV, One last thing to note, is that in a right sweep the update
on sites n and n + 1 does not change the left environment L for k < n, and in a left
sweep the the right environments R¥ for & > n + 1 remain unchanged. Thus when
implementing DMRG it is common to keep the environments in the memory; it allows us
to reduce the required computation by changing L only in a right sweep, and R only in
a left sweep.

This concludes the chapter for finite many-body spin chains. We will come back to the
algorithms presented here in Chap. 5, where we will explore some of their applications.
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Chapter 4

Infinite Translational Invariant
Many-Body Spin Chains

We have now explored different methods to simulate finite quantum spin chains. We
also gave numerous reasons why such systems are relevant to physicists and how algo-
rithms based on MPS allow us to explore different models of magnetic materials that are
prevalent in the study of superconductivity, low-temperature heap capacitance, and many
others. Nevertheless, if we are interested in the thermodynamic properties of materials,
our current algorithms will not be sufficient. We can compute these properties only in
the thermodynamic limit as N — oo, where MPS requires infinite parameters. FEven
more, infinite systems are generally better suited to study the bulk properties of matter,
as there are no finite size boundary effects.

For these reasons, in this chapter, we will present the natural extension of MPS to
infinite systems — Infinite Matrix Product States (iMPS). We will also introduce the
infinite counterparts of TEBD and DMRG and explore how and why they differ. One
thing to note is that requiring our systems to be of infinite size imposes even more
restrictions on which states could be efficiently simulated by iMPS. We already know
that strongly entangled states are out of the reach of MPS, but there is one additional
requirement for infinite systems. As is often the case in physics, when we encounter
infinite systems, we can only describe them when symmetries are present. Through
them, we can reduce the required information in the description of a state, thus making
the computations feasible.

Let us begin with the general description of the iMPS representation. In essence, it is
very similar to what we already know from MPS; we can represent the state of the wave
function |+)) using a list of matrices M"» with the only difference that we now have an
infinite number of them. Thus [¢) represented as a iMPS is:

’w> _ Z o M[nfl]jn—lM[ﬂ}jnM[n+ﬂjn+1 o ‘ . -jnflajnajTH*l .. > . (41)

“'jnfl’.jnyjn+1~~~

We can not encode all matrices M™/n as it would require infinite computer memory.
That is why we will describe only states that are invariant under a translation of L sites,
i.e., they are only L unique tensors M and the relation M™ = MP+L+L we can obtain
all the others. We call the grouping of these L different tensors into a single one, a unit
cell. A single unit cell gives us a complete description of the state, as repeating it infinite
times will yield the entire state.
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Figure 4.1: a) An iMPS with a unit cell of length L = 2. b) Expectation value of a local
observable. It contains the transfer matrix T as a repetitive structure. Structure of figure
adopted from Ref. [25].

To make these new ideas clearer let us again look at some example. First, consider
the ferromagnetic product state |... 111 ...), for which L = 1 and all M are equal
to a single tensor M = M. We have actually already seen how its components look,
as they were introduced in Eq. (3.6). Another example is the antiferromagnetic Neel
state — |... T} ...), which is invariant under a translation by a multiple of L = 2 sites:
MM = Mn+2 | Tts iMPS representation is given by:

Y A P Mt — pr2n=1l (4.2)

The general representation of a state with a two-site unit cell, is shown in Fig. 4.1a).

4.1 Expectation Value of a Local Observable for an Infinite MPS

Let us now explore the first practical application of iMPS. We already know that one
of the main strengths of MPS is that they allow us to efficiently calculate expectation
values of local observables. Similarly we wish for iMPS to also be suited for the task, as
we would otherwise not be able perform measurements.

At first site it seems that in the infinite case we will need to contract an infinite number
of tensors, thus making the computation unfeasible. However, due to the translational
symmetries in the state this is not the case. Figure 4.1 b) shows the evaluation of a local
observable O". In the diagram we can identify a repeating structure called the transfer
matriz T, defined as:

Z M[l]JlM[l Ji M[Q]DM[Q]]Z (43)
]17]276 ﬁ

04047’77

We will call the state of the system pure if the largest eigenvalue of T" is unique, and mixed
if it is degenerate. These names are chosen to emphasize the correspondence between the
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notions of pure and mixed states introduced in Chap. 2. In all the following calculations
we will assume that the state is pure. Which turns out not to be a limiting factor as it
can be shown that each mixed state can be decomposed into a sum of pure ones [25].

The first step in computing the expectation value of a local operator (1| O [¢)
is to renormalize the iIMPS so that the largest eigenvalue of T is equal to one. We
are free to do so because the corresponding eigenvector depends on the gauge freedom
shown in Eq. (3.11) which we can use to express the iMPS into the desired canonical
form. A graphical representation of such a canonical form is shown in Fig. 4.1¢), while
the algorithm for the procedure can be found in Ref. [39]. Now if we look at the case
of an iMPS in a right-canonical form we, notice the following fact: By applying the
orthonormality condition, cf. Eq. (3.21), for B to the entire unit cell, we see that
0~ 5 is the right eigenvector of 7', with a corresponding eigenvalue of one. While the left

eigenvector with eigenvalue one is given by (A[o} ])2(5@@. By construction we have chosen all
the other eigenvalues to have a magnitude smaller than one. We can therefore conclude
that the infinite application of T onto itself, required when computing (v)| O 1)), leads
to only two tensors consisting of the left and right dominant eigenvectors of 1. Meaning
that after multiplying 7" an infinite times with itself we are again left with only a local
network, similar to that of the finite case in Fig. 3.3.

To understand why this claim is true let us consider what happens with the eigenvalues

for which A\,, < 1 when N — oc:

lim \Y =0, for A, # 1. (4.4)

N—o00
Clearly they vanish in the thermodynamic limit. If we now utilise the well know fact from
linear algebra that each matrix is diagonal when represented in the basis spanned by its
own eigenvectors, we can rewrite the matrix 7' as: T = QAQ~!. Here A is a diagonal
matrix with elements the eigenvalues of T', and () is an orthogonal matrix with the i-th
eigenvector placed in its i-th row. In this diagonal representation, raising an operator
to the N-th power is a trivial operation and leads to 7% = QAYQ~!. Where AV can
be computed by simply raising the elements of A to the N-th power. It follows then
that all but one element of AY vanish; hence multiplying them by their corresponding
eigenvectors in ) adds no contribution to TV. The only relevant row of () then is the
one containing the dominant eigenvector. Thus proving the claim we made.

4.2 Ground State Search: Infinite DMRG

In this section, we will describe the extension of the DMRG to infinite systems — Infinite
Density Matrix Renormalization Group (iDMRG). The goal of the two algorithms remains
the same — find the ground state of a Hamiltonian H and its associated ground state
energy. The only difference is that we apply iDMRG onto an infinite spin chain, and we
are thus forced to utilise the translation-invariance of the Hamiltonian. We do this by
looking only at the unit cell of the iMPS and optimizing it with respect to an expanding
effective Hamiltonian H.g. Which is a crucial difference from DMRG where the size of
H.g remains fixed, and we optimize every two sites separately. To better understand why
such a change is required, let us look at the algorithm step by step.

To make the description of the algorithm clearer in Fig. 4.2 we have chosen a state
with unit cell length L = 2, but we could have also applied it for any L.
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Figure 4.2: a) In iDMRG, we first initialize the environments and then perform the same update
as in DMRG for a finite system with L sites b) After each sweep we increase the size of the
system by adding L sites to each environment. Structure of figure adopted from Ref. [25].

Now the first step is to represent the Hamiltonian as a MPO, which is parametrized
by the tensors W™, for n = 1,..., L. We then have to terminate the W[ tensors at
the boundaries, using the v and vl vectors first introduced in Eq. (3.40), to end up
with an effective Hamiltonian. We notice that the new H.g has the same structure as a
Hamiltonian of a finite system consisting of L sites. Figure 4.2 illustrates the result of
these steps, where the tensors I''/2 and A2 represent the unit cell of the iMPS.

The next step is almost identical to the one in DMRG. We use the boundary vectors
as initial Left L and Right R environments and perform a two-site update similar to the
one in Fig. 3.8. From this update we extract the optimised tensors I'''/2l and Al/2,

Afterward, only one last step is required to complete the algorithm. What we have
done until now still has not addressed the infinite length of the spin chain. More precisely,
we are using H.g to describe the Hamiltonian of an infinite system, but for now, it seems
as if it is the same as that of a L-site chain. We circumvent this problem by redefining
the left L — L and right R — R environments after each sweep to include the new
optimised unit cell, its conjugate, and W, The procedure is shown in Fig. 4.2 b).
By doing so, we simulate the system’s infinite size, as after each iteration, H.g now
encapsulates a larger part of the state. In theory, after performing these steps a sufficient
amount of times, iDMRG should converge to a fixed point, i.e., it will reach a state whose
energy Ey = (o] Her |t00) does not reduce with further iterations. The algorithm can
be terminated at this point as further expanding the system will not change the ground
state energy Fj.

One technical comment we can make is that we focus only on the central unit cell
throughout the procedure. We use the cells added to the environment only to grow the
Hamiltonian and not as something to be stored in the memory, meaning that in iDMRG
the amount of information required to describe the state is naturally limited by the unit
cell size L.

In conclusion, we will mention a specific feature of the algorithm: What kind of energy
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should we use as a convergence criteria? If we measure the system’s total energy, we will
never reach a fixed point, as it will grow to infinity as the size of the simulated system L
goes to 0o. We are thus forced to measure the energy density £/L, where L is the length
of the unit cell plus the number of sites added to the left /7 and right [z environments,
e, L =Ilgr+ L+ 1[;. A graphic illustrating the value of /L as the size of the system
increases is shown in Fig. 5.13 (d).

4.3 Time Evolution: Infinite TEBD

We continue with the generalisation of TEBD to infinite systems - iTEBD. Compared
to iDMRG, fewer changes are required to adapt the finite version to iMPS. Another
difference is that iDMRG relies on the expansion of the environment to simulate the
infinite size of the system, whereas in iTEBD the system is infinite from the start.

Let us now go over the steps of the algorithm. We again start by assuming that
the Hamiltonian, and the state we wish to describe, are translation invariant by L sites.
The state is again represented by a unit cell of length L, written in the right canonical
form. As before we utilize the Suzuki-Trotter decomposition to obtain the time evolution
operator UM+l = e+ Eq. (3.30), the only difference is that now n can be any
positive integer. We then apply the operator on to the first two tensors that make up the
unit cell - B and B"*1. The procedure is the same as the one in Fig. 3.6, meaning that
we again end up with the two updated tensors B and B[+, What differs is that the
previous step does not change only the (n,n + 1)-site, but due to translation invariance
also updates the (n +mL,n + mL + 1)-site, where m € Z.

The only setback we face is that in iTEBD the unit cell has nontrivial left and right
bonds at its boundaries. Unlike MPS whose leftmost and rightmost bonds are 1 X 1
tensors. Thus, we will need to add a term to the Hamiltonian that takes this into
account. Because of the translational symmetry of the state an obvious choice is a PBC
term hlllH1 = plll 28], An intuitive explanation for this requirement is that there is no
particular reason for the unit cell to start with the tensor B, which we have arbitrarily
decided to label first. Thus adding a term that simulates PBC ensures that the unit cell
is modeled by a closed system, for which the order of the tensors does not matter.

In conclusion, let us comment on one issue with iTEBD. We see that the algorithm
effectively boils down to imposing PBC onto a L site spin. However, we know that such
systems are not well described through MPS, as their canonical form (which relies on the
splitting of the state in left and right orthogonal vectors) is now not well-defined. That
is why the algorithm is prone to more significant errors. A fact that is evident when
we consider the bond dimension Y., Wwhose size can grow more than the Hilbert space
dimension d” of the unit cell, thus increasing the information required to describe the
state [25].
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Chapter 5

Applications

In this chapter, we apply the numerical methods which we introduced in Chapters 3 and 4
to different 1D spin—% models. In the first part, we measure physical quantities of the
Transverse Field Ising model; ground state energy, entropy, magnetization, etc. We then
explore the case of finite and infinite systems, which we compare with each other and
with known analytical results (some of which we derived in Sec. 2.4.2). In the second
part we apply MPS to measure the same quantities but for models of which no analytical
solutions are known, e.g. the Mixed Field Ising (MFI) model.

Throughout this chapter, we try to understand better the practical limitations of
MPS, some of whom we saw in Sec. 3.3. We do so by measuring the relationship between
accuracy, entanglement entropy, bond dimension, time step size and so on. To conclude
our review we also explore the convergence of DMRG and iDMRG and how it is affected
by the system’s parameters.

All of the numerical simulations are realized solely through the use of the programming
language Python and its standard scientific libraries. The relevant code and a description
on how to use it are available at my Github repository [10].

5.1 Application of MPS to the Transverse Field Ising Model

In Sec. 2.4 we first Introduced the Transverse-field Ising model, and in the following
section, we found an expression for the ground state energy of a simplified version of the
model — the Uniform Ising model. We recall that the Hamiltonian had the following form:

N-1 N
H=J)Y olol, +h) o (5.1)
j=1 j=1

It is thus reasonable to start our comparison by first contrasting the numerical results
of DMRG with the analytical expression in Eq. (2.49). We will then use TEBD to explore
the time evolution of a state under the Uniform Ising model and compare the result with
an exact solver for small L.
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5.1.1 DMRG for the Uniform Ising Model

We will first explore MPS through the DMRG algorithm. In Figure 5.1 a) we see a plot
of the Ground state energy density Fy/LJ for the Uniform Ising model. The results are
plotted as a function of the parameter h/.J. To see how the accuracy of the algorithm
depends on the bond dimension, we have shown four different curves, three of them
representing the results of DMRG with different maximal X,,4.; and one in black which
shows the analytical solution, first given in Eq. (2.49).

The first thing we notice is that by increasing x ..., the accuracy of the approximation
also increases; this is most evident when looking at the "peak" centered to the right of
h/J = 1. As we will soon see, this peak is caused by an increase in the entanglement
entropy near the critical point, and it thus requires a more significant bond dimension to
accurately describe.

To better understand the accuracy of the results in Figure 5.1 b) we have plotted
the difference between the numerical simulations and the analytical solution, AEy/LJ.
Through it, we see some interesting features we might have missed at first glance:

First, a negative AEy/LJ is observed for some values of h/J; this means that we
have found a state with lower energy than the theoretically derived ground state. We can
thus reach the wrong conclusion that our simulation has yielded an unphysical energy
minimum. Nevertheless, this is not the case. If we go back to the derivation of the
ground state energy in Sec. 2.4.2 we will see that in it, we used PBC. However, as we
stated numerous times, using MPS we simulate a finite system with OBC. Thus, we

expect a minor difference, that decreases as the system size increases, to be present for
all L # oo.

Secondly, going back to Fig. 2.6 we know that at the critical point h/J = 1, the
system undergoes a quantum phase transition. Despite that, the analytical solution for
the ground state energy does not have a feature indicating that a transition occurs. Such
a feature, though, can be found in the numerical simulations. Where we see an increased
inaccuracy for h/J > 1, which is a sharp distinction between the two phases.

The reason for the discrepancy in the two phases becomes evident when looking at
Fig 5.2. It shows us the numerical result, calculated using MPS, for the entanglement
entropy (cf. Sec. 2.2.3) of the bipartition of the system. The graph’s peak is near the
critical point h/J = 1, which we know from Sec. 3.3 to mean that a larger amount of
Schmidt values are required to describe the state, i.e., a more significant x,,q.. Thus if a
particular bond dimension is sufficient when h/J & 0, it is not when trying to describe
a more disordered state. We also observe a second exciting phenomenon, the slope of
the graph is different in the two phases. Moving away from the critical point drastically
reduces the entanglement entropy in the ordered phase, whereas in the paramagnetic
phase we see a more gradual reduction. Thus not only is it difficult to approximate the
system’s state near the critical point, but it is also harder to do so in the paramagnetic
phase.
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Figure 5.1: (a) Ground state energy density Ey/LJ of the Uniform Ising model. The energy is
plotted as a function of the parameter h/.J. Four different functions are plotted 3 representing
numerical results for different ;4 and one for the analytical solution. All of the data is for
a system of size L = 80 and J > 0. (b) Deviation of the numerical result from the analytical
solution AFy/LJ = (Eo/LJ)anatytical = (Eo/ LJ ) numericat- Small bond dimensions are insufficient
for an accurate description near the critical point. Further more a change in accuracy is visible
when the system transitions into the paramagnetic phase. We also see that for higher h/.J,
the algorithm finds a lower energy state than the analytical solution. The phenomena can be
explained by recalling that Eq. (2.50) was derived for PBC, where as with MPS we simulate
a system with OBC. Meaning that for all L # co we expect to see some deviation in the two
results.
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Figure 5.2: Numerical results for the entanglement entropy of the bipartition of the systems.
We observe a peak at h/J = 1, which we know to be the critical point for the Uniform Ising
model. Not only that but the slope of the graph differs substantially in the two phases, a fact
directly tied to the accuracy of the simulation in the two phases.
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5.1.2 Magnetization of the Uniform Ising Model

The next characteristic of the Uniform Ising Model we will measure are the Z and X
average magnetizations of the ground state, defined as

L
1 ~AZIT
Mo = 7 > (01677[0). (5.2)
i=1
To them we will add the antiferromagnetic order parameter A,, which measures the
degree of antiferromagnetic order present in the state and is defined as:
1 L
Ay =7 > (=1)(0l57 o). (5.3)

=1

Through them we will be able to observe a clear sign of a phase transition. But before
we present the results of the measurements, let us first consider what exactly we expect
to observe.

We already know that J is the parameter that controls how much neighboring spins
interact along the z-direction. If we now consider two spins that aim to minimise their
energy, we can easily see that a negative J should lead to them pointing in a single direc-
tion along the x-axis.h on the other hand, controls the strength of an outside magnetic
field along the z-axis. It thus tends to destroy the alignment caused by J as it aims to flip
the spins and point them in the z direction. We can thus characterise the two phases as
follows: In the ordered phase h < |J| for J < 0, we expect the ground state to consist of
spins aligned along the z-axis, that is, M, should be non-zero. In the paramagnetic phase,
we expect the opposite, i.e., spins aligned along the z-axis and non-zero M,. These two
scenarios, though do not cover all possibilities. The question that remains unaddressed
is what happens when J > 07 It turns out that the results for M, are identical, but for
M, the change in behavior is drastic due to a completely different ordering of the spins
along the z-axis. We will see how this change affects the z magnetization, and also other
phenomena, when we explore the numerical results.

The first step is to make sure that our calculations are valid by comparing them with
an exact solution. We will achieve this by utilizing the python library Quspin [41], which
is capable of calculating different quantities of a 1D spin chains. To do so it relies on direct
diagonalisation techniques, and thus unlike MPS, it does not require approximations to
reach a result. That is why it produces exact solutions, but only for systems of small size,
as direct computation for for large L is infeasible (a fact we commented on in Sec. 3.3).
Figure 5.3 illustrates the exact solution compared with MPS for a system of size L = 10.
Clearly the two are identical, and deviate only near the critical point, where we know to
expect a loss of accuracy. We are thus assured that at least for small L we are indeed
producing the correct results.

Now having successfully tested MPS for small L, we can proceed by calculating the Z
and X magnetization for larger systems. In this scenario we can verify our results, using
the work of Pierre Pfeuty [12]; who in his 1970 paper, showed that the Z magnetization
is a non-analytical function at the critical point. Thus if our simulation is accurate we
should observe the same behaviour.

Let us start with the case of positive J. Figure 5.4 (a) illustrates the Z magnetization,
of the ground state of the Ising model for systems of different length. The most noticeable
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Figure 5.3: (a) Side by side comparison of the exact solution of M, for a system of size L = 10,
calculated through Quspin, and the results form MPS using Xmqe = 12. (b) A plot of the
deviation from the exact result AM, = M,"?* — M zexa“. We see that at least for small system
sizes the algorithm is capable of correctly measuring magnetization in the two phases. Once
again the hardest region to properly simulate is the one close to the critical point

feature is the gradual increase of the magnetisation as h/J goes from 0 to 3, which is
exactly the behaviour we expected. More over the speed with which it increases is reduces
in the paramagnetic phase, and it eventually caps at M, = —1. Meaning that all the spin
are aligned in the z-direction. The second feature is that the graph goes from relatively
smooth for small L, to having a visible sharp turn at larger L. This turn can be better
observed when we zoom in on the plot, and is exactly the non analytical behaviour
predicted in [12], that characterises a system undergoing a phases transition.

In Figure 5.4 (b) we see the measurement of the antiferromagnetic order parameter.
In it, we observe a vanishing A, in the paramagnetic phase, and a non-zero value in the
antiferromagnetic phase. What these results show us is that for A < J the spin are in an
antiparallel alignment and that the gradual increase of the outside magnetic field destroys
this alignment. In the o* eigenbasis, for h < J, we can represent the ground state of the
model as the antiferomagnetic state |--- T/ 1] ---),.

To conclude our numerical exploration of the magnetic properties of the Ising model,
let us present the results for the Feromagnetic case of J < 0. We start by looking at
Fig 5.5 (a), in it we see that M, remains unchanged despite the negative sign of J. This
should not surprise us, as J does not affect the properties of the system along the z-
direction. And by flipping the sign of h we merely change the direction of the magnetic
field, which should not lead to a change of the behaviour of the system. In contrast to
this by changing J we have now ordered all the spins in a single direction, thus leading
to a drastic change in the order parameter for the phase, which now is M,. Nevertheless,
we see that A, and M, have similar behaviours, both are zero in the paramagnetic phase,
both are non-analytical at the critical point and both peak for h/J = 0. Meaning that
the behaviour of the z-magnetization is again a clear indicator of a phase transition.
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Figure 5.4: (a) Z magnetisation calculated through MPS using Xmae = 12. Some interesting
phenomena are visible: As L grows the function quickly converges on to a fixed dependency
for M,. Furthermore as L increases the function becomes less smooth at the critical point
(i.e. non-analytical). In the zoomed in window we have shown the behaviour of the three
largest system near the critical point. It clearly indicates the presence of a phase transition.
(b) Antiferomagnetic order parameter A,, again calculated for Xq.. = 12. We observe a non-
vanishing A, in the antiferromagnetic phase, and a sharp drop and subsequent vanish in the
paramagnetic one. Combined with the results from a) we can infer that at the critical point, the
system transitions from an antiferromagnetic state aligned along the z-direction, to a paramagnet
aligned along the z-direction.

7 Magnetization for different L, J < 0 X Magnetization for different L, J < 0
0.0 1 1.01 — L=10
— L=20
=021 0.8 — L=40
— L=60
— L=80
—04 0.6 4 — L=100
% 3
=
—0.6 1 0.44
—0.8 0.2 1
101 . . . . . : 0.0 , , : : : : :
0.0 0.5 1.0 L5 2.0 2.5 3.0 0.0 0.5 1.0 1.5 2.0 2.5 3.0
h/J h)J
(a) (b)

Figure 5.5: (a) Z magnetisation calculated through MPS using xmez = 12. We see that the
result is the same as in the case of positive J (b) X magnetisation calculated for negative J.
We observe a clear difference between the case of a positive J. The ground state is now a
ferromagnet for h/J = 0, and gradually shifts towards a disordered state as we increase h/J.
M, now also exhibits a non-analytical behaviour at h/J = 1, similar to that of M,
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Figure 5.6: (a) Side by side comparison of the Z Magnetization M, calculated with TEBD and
Quspin, for a systems size of L = 10. We see that the results are in an agreement with each
other. (b) Absolute difference of the two results. We notice that not only are the two almost
equal to each other, but also the difference between the two oscillates with time and does not
accumulate.

5.1.3 TEBD for the Uniform Ising Model

We now continue with the TEBD method. From Sec. 3.4 we recall that it allows to
simulate the time evolution of a given state |¢), under a specified Hamiltonian H. We
can then measure M, and S.,; at each step of the process, giving us a complete picture
of how these quantities evolve.

Before we explore TEBD for large systems we first have to verify our results for small
L. Once again Quspin can be used for this task. We apply it by performing a comparison
between its exact solution and the result achieved through TEBD. Such a comparison
is presented in Fig. 5.6, where dt is the small time step that we take at each interval,
the initial state is a ferromagnetic, and we evolve the state under the Hamiltonian of the
Ising model.

We see that the results match very closely, and the difference between the two oscil-
lates with time and does not accumulate. We also notice that unlike the simulations of
DMRG, here x4, is relatively high. We are able to do computations with such a large
bond dimension because TEBD lacks the ground state search of an effective Hamiltonian
(Fig. 3.8 (c¢)), which as we mentioned is the most computationally heavy part of the
algorithm.

After we have verified our results we can move on to larger systems. For them we would
like to explorer how the size of the time step dt affects the accuracy of the algorithm. To
do so in Fig. 5.7 we have plotted M, and S,,; as a function of time for three different time
steps - 0.05, 0.1 and 0.3, for a system of size L = 100. Just as in the previous example
the initial state is a ferromagnet, but unlike it, this time we evolve the system under the
local Hamiltonian

L
H = h,67 + h;6;. (5.4)
J
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Figure 5.7: (a) A comparison of the TEBD algorithm for different time steps dt, for a system
of size L = 100, evolving under a local Hamiltonian. We see that the different simulations are
equal away from the peaks, but near them, where larger precision is required larger they lead to
inaccurate results. (b) Entanglement entropy through out the evolution. We observe that Sep:
remains zero for the whole duration, an expected result since the Hamiltonian does not include
a term corresponding to a spin-spin interaction.

Choosing such a Hamiltonian allows us to observe an interesting phenomenon in the
entanglement entropy of the system. In Fig. 5.7 (b) we see that up to machine precision
a TEBD evolution under a local Hamiltonian does not alter the entanglement entropy of
the system, as there is no interaction between the neighbouring spins. Since we predicted
the behaviour of such an evolution in Sec. 3.6, we have once again verified our methods.

In Fig. 5.7 (a) we see two other phenomena that are a result of our choice of a
Hamiltonian. Firstly having both a Z and X field applied on to a feromagnet leads to
an oscillation of the spins along the xz-plane. Meaning that we oscillate between the
feromagnet state along the z-axis, and the one along the z-axis. Secondly due to the
rapid nature of the process a small dt is necessary, as large time steps fail to accurately
describe the sharp peaks of the graph.

5.2 Application of MPS to the Mixed Field Ising Model

Until now, we have applied the different methods developed in Chapter 3, only to a
relatively simple model that we showed can be analytically solved. However, MPS can
also be applied to more complicated Hamiltonians, for which no analytical solutions are
known. An example of such a model is the MFI model

N-1 N
H=J Z 0707, + Z h.oi + hyof. (5.5)
j=1

j=1
We see that the two Hamiltonians of the Transverse Field Ising and the MFI differ only

in a single outside x-magnetic field term. Nevertheless, the two models exhibit drastically
different properties. Mainly, the ground state of the MFT has for most values of h,/.J and
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Figure 5.8: (a) Ground state energy density of the MFI model for negative J and a spin chain
of size L = 80. All simulations are computed for a maximal bond dimension Yq: = 8. We see
that the model has to independent parameters h, and h, (In fact the parameters are h,/J and
h./J, but here we omit J as we have set it to either one or minus one in), and that the function
is calculated at intervals of 0.1. For clarity we use colour to indicate the value of the function
and contour lines to show areas of equal magnitude. Looking at the the plot we see that similar
to the case of the Transverse Field Ising the energy is an analytical function, and no sharp peaks
are observed. (b) Ground state energy density of the MFI model for positive J and a spin chain
of size . = 80. The plots of the two energies have different values depending on the sign of J,
which is an indicator of the more complex nature of the model. Nevertheless the functions have
one significant similarity, they are both continuous at every point.

h./J no symmetries besides geometric ones, which leads to a lack of an extensive number
of conservation laws and a generally quantum chaotic behavior for the model [13]. These
complications are the main why reason no closed-form analytical solution of the model
has been found.

5.2.1 DMRG for the Mixed Field Ising Model

Let us now begin the numerical overview of MFI with 2 dimensional plots of the ground
state energy density, for the two different scenarios J > 0 and J < 0. Figure 5.8 illustrates
the two cases for a spin chain of size L = 80 (all results in this section are calculated for
L =80 and Xpma: = 8). We see that the two independent variables of the model are h,
and h, (In fact the parameters are h,/J and h,/J, but we have omitted J as we have
set it to either one or minus one). The colour of the plot illustrates the value of variable
at any given point, and the contour lines indicate areas of equal magnitude. There are
two main conclusion that we can draw from these plots. Firstly as in Fig. 5.1 (a) the
ground state energy density is again an analytical function, for which no sharp peaks are
observed, and is thus once again not an indicator of a phase transition. Secondly in this
case due to the additional term in the Hamiltonian the results for negative and positive
J do not match. We see that the geometry of the two plots is substantially different,
which is an indicator of the more complex nature of the model.

We will continue with the model’s next important component, its entanglement en-
tropy. Figure 5.9 shows the value of Sey both for negative and positive J. In (a), we
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Figure 5.9: (a) Entanglement entropy of the bipartition of the ground state of the MFI model
for negative J and a spin chain of size L = 80. We see that the graph has no sharp features, and
the only drastic change is at the critical point of the Uniform Ising, where h, = 0 and h, = 1
(b) As opposed to the case of a negative J the antiferromagnetic case J > 0 has a much richer
geometry. The main feature we should notice is that in the bottom left corner of the graph, Sent
exhibits a sharp peaks along a whole contour, which we now from Sec. 5.1 to be one of the main
signs of a phase transition.

observe a relatively smooth function. We can identify only one sharp peak at h, = 1
and h, = 0, which we know corresponds to the critical point of the Uniform Ising model.
Other than that, for J < 0, there are no signs of a phase transition. The situation is much
more different in the case of a positive J. There we see drastically different behavior, one
which for small h, has numerous indicators of a potential quantum phase transition. To
better understand what is going on, let us zoom in on the part of the graph for which
h, = 0.1. Figure 5.10 (b) shows a presence of a very sharp peak near the point h, = 2;
if we look back at the results for the critical point of the Uniform Ising model, we know
that such behavior of S.y is typical for a quantum phase transition.

5.2.2 Magnetization of the Mixed Field Ising Model

Nevertheless, on its own Figure 5.10 (b) is not proof for a quantum phase transition. In
order to be certain about the presence of a transition, we need to see a non-analytical
behavior of an order parameter of the system. That is why in Figure 5.11 we have
presented the numerical results for the Z-magnetization of MFI. Maybe unsurprisingly,
we see that in the case of J < 0, there are only a small amount of sharp features in
the plot. Moreover, all of them are contained in the area where h, is small, i.e., when
the model is close to the Uniform Ising model, and we know to expect a quantum phase
transition.

In contrast, for J > 0, we see a plot with many sharp changes in the magnetization.
Further more if we compare M, with Fig. 5.9 (b), we see that the two have a very similar
behavior. More precisely, the areas with big changes in the two values coincide, which is
a proof of the existence of a quantum phase transition.

In order to be certain in the last claim let us look at Figure. 5.10 (a), which is a
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Figure 5.10: (a) M, for the MFTI for a fixed value of h, = 0.1. The graph is a clear sign that
in the MFI, for a positive J, a phase transition occurs near the point h, = 2 and h, = 0.1. (b)
Entanglement entropy for the MFI model with fixed value of h, = 0.1. The peak of the graph
is again concentrated near h, = 2, which is one more sign of a phase transition.

zoomed in representation of the 2D plot, for h, = 0.1. There we see a clearly non-
analytical behavior of the order parameter M, for h, = 2. Combined with increase in
entanglement entropy in (b) we can conclude that the system has a critical point near
h,~2and h, ~ 1.

Now the question that remains is: precisely how many phases does the model have
for J > 0, and what type of phases are they? Before we answer this question, let us look
at Fig. 5.11 (¢). In it, we have shown the X-magnetization of the ground state. Just
like the Z-magnetization, it has a clear presence of a phase transition near h, = 2 and
h. = 0, but what is more, it also shows a non-phase transition. What we mean by that
is that in the upper left corner, the state is entirely aligned along the x-axis. However,
with the increase of the z magnetic field, it slowly loses its x magnetization. Combined
with the results in b). We can infer that the state has rotated along the zz-plane and
went from a paramagnet in the z direction to a paramagnet in the z direction.

We now shift our focus to Fig. 5.11 (c¢), which plays the role of a quantum phase
diagram. We see a clear boundary between an antiferromagnetic region and the rest of
the graphic. Taking the two previous plots into account, we can infer the model has two
phases; an antiferromagnetic one and a paramagnetic one. Even more, using (d), we can
identify the boundary between the two, which is now not a point but a whole curve, which
shows us that for MFI there is a whole critical curve at which phase transition occurs.

We can also identify a small amount of noise that blurs the upper boundaries of
the antiferromagnetic region. It is caused by an insufficient bond dimension and should
disappear for a more accurate simulation.

In conclusion, we saw that MPS methods apply to analytically non-solvable models
and that we can identify phase transitions that can not be derived otherwise through
them.
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Figure 5.11: (a) Z magnetization of the ground state of the MFI, in the case of a negative J.
Like the ground state energy and the entanglement entropy when J < 0, M, again does not
have a significant presence of non-analytical behavior. Sharp peaks are present only for small
values of hy. For whom we know the model to be close to the Uniform Ising model. (b) Z
magnetization of the ground state of MFI for J > 0. We see a structure similar to the one of
Sent- In the bottom left corner, we observe a region with a high concentration of sharp changes
in the value of M,. They are most visible on the contour line with a value of —0.60. Such a
structure is a significant indicator of a region where the ground state is in a single phase and
can transition to another phase at the border. (c) X magnetization of the ground state of MFI.
Two main features stand out from this plot. First, we see one more indicator: a phase transition
occurs at the point hy = 2 and h, = 0, there from a state with no M, we transition to one fully
aligned along the z-axis. Secondly, we can observe one more transition, although not a phase
transition. If we follow the value of M, from the upper left corner to the bottom right corner,
we see that it steadily goes from —1 to 0. Combining this observation with the results for the
7 magnetization, we can conclude that the outside magnetic field slowly rotates the state along
the xz-plane and eventually transitions if from being aligned along the z-axis to being aligned
along the z-axis. (d) Antiferromagnetic order parameter of the ground state of MFI. The plot
of A, can be viewed as a phase diagram, as it shows us the regions in which the ground state is
an antiferromagnet and the points at which it transitions to a paramagnet. The two boundary
cases h, = 0 and h,; = 0 correspond to two different Uniform Ising models, for which analytical
solution can be found. The in-between area has no analytical solution, and thus only through
numerical methods can we see the region’s entire boundary.
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5.2.3 TEBD for the Mixed Field Ising Model

To conclude our overview of the finite MFI, we will use TEBD to measure M,, and Sgy;
of an initial state evolved under the Hamiltonian of the model.

We choose the antiferromagnetic state |--- 1} - --)_ as an initial state, and then let
it evolve under the MFI Hamiltonian. We do so both for different time steps and for
different bond dimensions. We will aim to show that the algorithm has converged and
that further increases in the simulation’s parameters do not lead to different results.

Figure 5.12 (a) illustrates the time evolution of Sy for three different time steps. In it,
we see that the results start to slowly diverge as entanglement entropy and time increase.
However, the results do not diverge relative to each other in the same way. The two plots
with smaller dt remain relatively close, whereas the third has a much more noticeable
separation. Since all the simulations are performed for the same x.. we are left with
two potential causes for the accumulated error. One is the increase of S. itself, which
generally leads to a lower accuracy for MPS and is not something we can control. The
second one is the Suziki-Troter decomposition (Eq. (3.28)). Whose error is proportional
to O(dt?), and is thus an upper bound on the precision one can achieve with a given time
step. Overall, these results show that, like all Ordinary Differential Equations (in our
case, the Schrodinger equation), one must use smaller time steps to describe the system’s
state in large time intervals accurately. Otherwise, the result eventually diverges from
the real solution. Figure 5.12 (b) shows us that M, has a similar behaviour to that of Sey
in terms of error accumulation. Maybe surprisingly, though, it exhibits a larger relative
error than that of the entanglement entropy. A behavior that will not be replicated when
we explore the convergence with respect to Ymax-

Through the results from (a) and (b) we convinced ourselves that the magnitude of dt
has a significant effect on TEBD. But from the previous results for DMRG we know that
the bond dimension also plays a crucial role in the accuracy of any MPS based algorithm.
We can then ask ourselves how important is it in TEBD, and which source of error, the
one from dt or the one from YXmay, i more prominent? For example could it be that
bond dimension is not enough to encapsulate the complete entanglement entropy of the
system?

Figure 5.12 (c) shows us exactly that. In it we have simulated the system’s evolution
for a fixed time step dt = 0.1, and each of those simulations we performed for a different
Xmax- We can make several observations from the plot.

Firstly the bond dimension in the previous simulations was clearly insufficient for the
algorithm to converge properly. Moreover, the results from the largest bond dimension
and the one used in (a) and (b) differ more than twofold, which shows us how much of
an impact the bond dimension has on the final result.

Secondly the difference between the results gradually decreases as we increase Ymax
until eventually, the results for the two largest bond dimensions become almost identical.
Such a decrease is a strong indicator of convergence as it shows that the same increments
in Ymax lead to smaller and smaller changes in the end result. Furthermore, we see that
this convergence strongly depends on the length of the time interval and that for shorter
times, small bond dimensions are more than sufficient.

And lastly, looking at Fig. 5.12 (d) we see an interesting phenomenon. Unlike S, for
which even the largest two bond dimensions did not perfectly coincide when measuring
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7 Magnetisation as a function of time
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Figure 5.12: (a) Sept for the time evolution of the z antiferromagnet under the MFI Hamiltonian,
for three different time steps. The parameters of the simulation are L = 100, ymax = 20, J =1,
hy = 0.5 and h, = 0.5. We see that the different approximations start to diverge after a long
enough interval of time. We owe this to the Suziki-Trotter decomposition, whose error (propor-
tional to O(dt?)) accumulates through time and leads to different results depending on the time
step. Meaning that higher precision is required to simulate longer time intervals accurately. (b)
The plot for M, shows similar features to that of Sey. One interesting thing to notice is that
the relative error caused by the magnitude of the time step is higher in this case. A feature
not replicated when we explore the convergence in respect to the bond dimension.  (¢) Sent
for the time evolution of the x antiferromagnet under the MFI Hamiltonian, for different bond
dimensions, with a fixed time step dt = 0.1. The results show that the bond dimension in the
previous simulation was not enough for a proper convergence. More over the difference between
the results for ymax = 145 and ymax = 20 is more than two-fold. Nevertheless the simulation
was capable of reaching convergence. This is evident when looking at how the difference between
the results decreases as xmax grows. (d) Time evolution of M, with the same parameters as
those of ¢). We see that unlike the previous case here we have properly converged for all xpax-
It follows then that M, is less prone to errors caused by an insufficient bond dimension.
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M., all of the bond dimensions produce identical results. Going back to (b), we see that
the error caused by dt behaved in the exact opposite way. We can then can conclude
that xymax and dt play an equally important role in the accuracy of TEBD, and which one
of the two is more important depends on the quantity that is measured and the overall
system parameters.

5.3 Application of iMPS to Infinite Translational Invariant Sys-
tems.

We will now briefly go over some of the same measurements as in the previous two
sections, but this time for infinite systems.

We will focus on DMRG’s counterpart iDMRG. Going back to Sec. 4.2 we recall
that the two algorithms differ mainly with respect to the effective Hamiltonian that they
minimize. In the finite case, the Hamiltonian remains constant throughout the iterations,
whereas in the infinite one, we increase its size at each iteration. Another difference is
that DMRG implements OBC, unlike iDMRG, which due to its intrinsic symmetry, is
designed to work in PBC. That is why we expect the results we get for iDMRG to be
closer to the analytical solution of the Uniform Ising model than those of DMRG. Figure
5.13 (a) and (c) illustrates exactly this.

Comparing with the finite case we notice two main differences from Fig. 5.1. Firstly,
using iDMRG every simulation has converged on to the analytical solution. Independent
of the bond dimension. This result confirms that the algorithm is better suited tp measure
the properties of systems within the thermodynamic limit. We should not forget, though,
that this comes with the requirement that the ground state must have translational
symmetry, and had it not been the case iDMRG would not yield correct results.

Secondly Fig. 5.13 (b) illustrates that similar to the results for TEBD from the previ-
ous section. Despite the energies having converged properly (in TEBD the quantity was
M), the measurements for S, show different results depending on the bond dimension.
In fact if we look back at Fig. 5.1, we see the exactly same behaviour; convergence for the
ground state energy, and substantially different results for Se,; depending on xpax. These
results once again come to show us the relationship between entanglement entropy and
MPS-based approaches. Moreover from them we can conclude that Sy is the quantity
most prone to errors caused by an insufficient y.y, and that some functions are harder
to calculate than others.

The last thing we want to measure is how the accuracy of the algorithm change as a
function of the number of iterations n. In order to do so we define a cumulative error
function:

1
AEsum/LJ - L_J Z |Eanalytical<hi/<]) - Emps(hi/J)|7 (56)

where h; corresponds to the i-th value of the parameter h. For example, for i« = 10 we
have th =1.

Figure 5.13 illustrates the results from the measurement of AFEg,,/L.J. Looking at
them, it is evident that n significantly affects the accuracy of iDMRG. Furthermore,
the algorithm has not converged for n in the magnitude of a couple of thousands. It is
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Figure 5.13: (a) Ground state energy density AFEgsum/LJ of the Unifrom Ising model calculated
through iDMRG. All measurements except d) are performed for a fixed number of iterations of
the algorithm — n = 500. We see that all simulations converge independent of ymax. The reason
for this is that just as the analytical solution iDMRG works directly for PBC. Thus making it a
better approximation for this particular result. (b) Entanglement entropy Sent of the Unifrom
Ising model calculated through iDMRG. Unlike the ground state energy, here the simulations
have not converged to a single result. This is reminiscent of Fig. 5.12 where once again despite
the complete convergence of another quantity, the value of Sy heavily depended on the bond
dimension, and required large ymax to converge. (c) Deviation of the ground state energy from
the analytical solution, calculated through iDMRG. Comparing with the results for DMRG we
see that the reached accuracy is more than 5 time larger. The non-physical negative difference is
also now much smaller, what remains of it is caused by the finite number of iterations n = 500.
Due to this finite number the effective Hamiltonian has not entirely converged on to the real
infinite Hamiltonian. This leads to results, that seem non-physical but are actually caused by a
measurement with respect to a slightly inaccurate Hamiltonian. (d) Cumulative error A Egym/LJ
as a function of the Number or iterations, for ymax = 8. We see that the function continues
to decreases even after 2000 iterations. Meaning that the point at which the algorithm stops
becoming more accurate with the increase of the iterations, has not been reached.
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evident that the cumulative error continues to decrease even for n = 2000, meaning that
the algorithm’s accuracy can be further increased.
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Chapter 6

Conclusions

In this thesis, we presented an overview of the cutting-edge MPS-based algorithms de-
signed to tackle quantum many-body systems. We gave numerous reasons why such
systems interest physicists, both from a theoretical and practical standpoint. In Chap. 2
we got to know the underlying physics behind the models that MPS is designed for. We
presented the most general spin-3 nearest neighbor Hamiltonian (Eq. (2.30)) and then
solved one of its simplified cases. Despite its simplicity, it allowed us to analytically
observe the essential notion in our overview of quantum many-body systems — phase

transition.

Afterward, in Chap. 3 we presented the concept of MPS. We explored its building
blocks and the main mathematical apparatuses on which it relies. We then saw the reason
behind MPS inherent capability to efficiently simulate quantum many-body system, and
in Sec. 3.3 we also got to explore its main limiting factors, which are the entanglement
entropy and long-range correlation.

After getting to know the basics of the approach (such as transitioning from state
vector representation to MPS and computing local expectation values) in Sections 3.4
and 3.6 we presented the two main numerical algorithms that rely on MPS — DMRG and
TEBD. We saw that they allowed us to perform two essential tasks; Firstly, time evolu-
tion of an initial state under a given Hamiltonian, which essentially equated to solving the
Schrodinger equation of a given system — secondly, finding the ground state and ground
state energy of a specified model and computing expectation values of global observ-
ables. Subsequently, we developed the same models for the case of infinite translational
invariant spin chains, which allowed us to measure a system’s properties directly in the
thermodynamic limit.

The thesis concluded with Chap. 5 which presented original results from the appli-
cations of MPS and iMPS to both solvable and non-analytically solvable models. These
results allowed us to explore in detail the characteristics of a phase transition; non-
analytical behavior of order parameters, increase in entanglement entropy, and following
a requirement for a larger bond dimension to accurately simulate the system’s state.
The main result of the chapter was the identification of two different phases in the non-
analytically solvable MFI model. More precisely, we were able to show the presence of an
antiferromagnetic and paramagnetic phase and even find the boundary between the two.

Overall, this thesis showed the practical applicability and strengths of MPS. In fu-
ture research, the author will aim to combine the presented algorithms with the field
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of Reinforcement Learning. Cutting-edge research shows that such a combination can
be applied to the problem of quantum control of out-of-equilibrium many-body systems
[11]. Indeed the case of finite MPS has already been solved. What remains to be done
is the application of Reinforcement Learning to infinite systemsii.e., to utilize iMPS for
Quantum control of infinite systems.

Another potential field of future work is the study of the 2-dimensional equivalent
of MPS, the so-called Projected Entangled Pair States (PEPS). Through them, one can
explore much more complicated systems. Some of whom find a wide range of practical
applications in the field of 2-dimensional material science [27].
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