























































































































Ign grazing
a collection of algorithms to compute
optimal policies given a model for

the dynamics of the environment pGirls a

assume a finite NDP episodic task

key idea use value functions as a basis
to search for policies

recataney
v s maax IE Rtt t y u Sta l St S At a

ng x s pls'irls
a rightist

q Sia E Rtt t y mas's g Seti a SES tea

3 pls rls
a Ert g ng.xg Kia't

Dialgorithuse turn Bellman eys
into

update rules for improved
approximation to ox ga
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PolicyEvaluation
compute value function Vals for a given
fixed policy Hald

recall ur s E Gt 1St s

Z Hals pls ir s.alLrtgEls9

system of 1St simultaneous linear equations
for 1st unknowns Urls
alternative approach solve iteratively i.e
find a sequence

v V ve of value
functions s t vis 5 Hls Es

Viet s IE Rtt ty Vu Sth 1St
_s

Ztals pls'irls a rt fuels't
has a fixed point at Ua up

iterative policy walutation
each iteration step updates unls fees
in place
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algorithm iterative policy evaluation for

estimating v ut

iterations
states

HI do Exercise 4.3

Policy Improvement

recall girls a IE Rtt tg Vit Str ft s At a

pls'irls a rt gurls't

Policy p tthewe.in
Let it it be deterministic policies s t

q Is it's 2 Vats As c S

Then v.tl s 2V s V sc S.ie
it is as good as or better than it

z
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I a s
1 for a a

deterministic
0 otherwise a s

7 I
t

v l s s girls Tks l

t deter
E Rtt ty Vitt Stti 1St

s At s

is

It'Ials Ip pls ir s.a rtgVx Is't

E Rtt tyu.tl Still St s

Ear Rtt tj 9 Stti IT'tStti I St s

E Rtt tyfEERttztgvu lsttdlstti.AT tYSttdJlSt sJ

EyL RttitjE 112th tf Vit Str Stf I St S

Ideteru
Eye Htt i tf Rtt 2 t j UHSttz I St

S

E E
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312 4 1St s
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given policy it consider nee greedypolicy
T I s arginax girls

a

argyax EL Rtt ty Vit
Seti St s At a

anguaax Er pls rls a Ert goals
by construction it meets the requirements
of the policy improvement theorem

IT Z IT

suppose it IT

then UH Vt and fro def of it we have

Uae s maax E Rtt ty Viti Sta
l St S At a

ugx 5 pls rls a right Is't

note policy improvement thin holds also
for stochastic policies

f I t ca1st girls a a 1st tls

then Vii s z Vats
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PolicyIteration
it Es v it Va Es T Vit
iterate between policy evaluation

E f

policy improvement I

each operation E I itself is iterative

G










 Valuettion
do we need to run each E step until

convergence NO

combine E I I steps
Vu s maax IE Rtt y Va Seti 1 St

S Ata

maax pls r Is a Er tf Keli

turn Bellman eg into update rule itself

F
f



Genualited Policy Iteration
policy evaluation El l policy improvement LII
do we have to loop over all states
until we switch from E I etc

ca iterate E arbitrary number of timesevaluation
V

v t

iE
v t

V IT

TI the

Efficiency 8 Drawbacks of DP

efficacy DPguarantees to find optimalpolicy
T in poly line in IAI
even though we

may
have It IN

i e exponentially many greedy policies
DP can handle larger state
spaces than linear programming
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drawbacks requires knowledge of
pls rls a

involves operations over

entire stale space S

ISI is exponentially large
or even continuous
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