
 

Temporal Difference TD Learning
a combination of MC f DD ideas

like i TD methods tear from raw

experience w o a model for
the environment

like TD methods update estimates
based on other learned estimates
w o waiting for the final

outcome
in an episode bootstrap

lasttive MC methods constant L
wait until the return following the visit AS
is known then use it as a target for UCH

St UlSt t L Gt V Sel
T E requires end ofstep size

TD method
learning rule

episode

wait until next step at step til they
form a target based not Rtt and the
previous estimate V Seti

I



St VISt t L Rtt t g V Sta V St

update special case of TDCd
chapter if HW

Det TD error Bellman error

St Rt i t g
V Sta V St

available first at step ttt

Iolicy Evaluation using TD Lear
ning

fix a policy it want estimate U x up
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recall

ur Isl E Ge I St s MC methods

E T Rtt tf G th I St S

E Rtt guy1Stti l St s TDmethods

Mt have estimate b c E Get SES

fDH is not known estimated from a sample

TIP h.a.ge
astimate b c of

expectation under it Er
ii we use current estimate VISTAinstead
of true value Velstti

Exayple driving home Example 6 1

value
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as an RL problem
reward elapsed tines on each leg ofjourney
g I luvdiscounted

state actual time to go from heat state

value of each state expected time to go
Mc offline TD online

advantages of Tb methods
no do not require env dynamics

no need for pls r l s a

overMI no need to wait until end
of episode TD is online
beller for tasks with long episode
or non episodic tasks
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practice TD methods
may work better

on stochastic tasks with finite
data

Beath Updating important esp
for Deep learning

suppose we have available a finite amount
of experience data called batch

idea present to agent experience repeatedly
until the algorithm converges to an answer

replay buffer
observation i under batch updating TD RMC

hey converge to different answers
f A 75

Example r o
Me

100
r O 25

observed following datalbateh

A O B O B I
B l B l
B l B l

B l B O

r



what are the optimalpredictions based on

this data for UCA and UCB

start with stale B
ULB Ego Z
UCA

MI single datapoint for A VIA O

TI A B f we know that UCB Yy
VIA 34

note MC gives zero training error

zero error on the training data
but TD generalizes beller to future
data
temporal difference causality

ex B comes after A

batch MC methods minimize mean squared

corn on the training set

batch TD methods find estimates consistent
with the maximum likelihood model of the

underlying Markov process
J



TD Control Policy Improvement
like before trade off exploration and exploitation

Det Exploration Exploitation Dilemma
i agent wants to explain its knowledge
trying out new actions

may
lead

occasionally to worse w r t the current
returns
agent wants to be greedy

ii agent needs to explore
new actions

there might exist actions whichresult in a higher better Curt the
current

returns
Dilemma too much exploitating R a ent

cannot improve return
t

too much exploration 8 agent
cannot learn lose correlations

btw good1 sadactions

Det in 12L there are two classes of algorithms
en policy exploration 9policy improvement

are done using the safe policyH policy exploration is done with a

different policy behaviorpolicy
than the policy being learnedlophinje
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SARIA on policy TDcontrot
on policy algo to learn q 9

Rtt
A

t s
1

want to do policy evaluation for gls a
Quefft At Q t.AT tL RtitpQdStH Atti QofftiAtIf
Li learning valelstep size deco I

need quintuple St At Rtti Sth Att
name of algorithm

Bellman error

St Rtt t y Q Sth Atte Q1St At

Algonkin SARJA



convergence to gates a isguaranteed
provided all is a pairs are visited
an infinite number of times

Watkin's Q Learning Offpolicy TDcontrol

update rule

Q St.AT c QCStiAt tL RtHtymaxQlStti aQlSt.AdaeAlSttt
learned Q function directly approximates q
zidepeueudtly.tt the policy being followed
behaviorpolicy still has an effect
it determines which Is a pairs are

visited updated

Bellman error

8 Reti t faufffsw.PH th a Q StAtl y



convergence to gates a isguaranteed
provided all is a pairs are visited
an infinite number of times

Expected SAKSA

at step ttl take into account how likely
each action is under the behaviorpolicy

Q St A t Q St Atl
fairypolicy is ok

L Rtt ty Ital Stti Q Seti a Q St Ae

algorithm is same as Q learning
Remarks
here we use the target policy it to

generate the behavior ou policy but
we can use

any
other policy

expected Sar sa is od policy
special case a i's the greedypolicy wrt Q

I TCal Str Q Isth a

waqf flsttha
back to Q learning

f



Maximization Bias 8 Double Learning
all control algorithms so far involve
some maximization procedure e.g
anguax

wax Te etc

can lead to a significant bias

Exemple
rewardnormallydish

r
can be positiveandnegative

E O I
j I O
2 0

Q A left o I c expected return
cells right 0 startingto A

issue agent may be
fooled to take left b c of

some positive rewards occurring there

g



How do we fix this issue

idea we can use two indep Q functions

c A't argmax Qelal Qe selects action
att

QaLA't Q2 anginax de la Qe evaluates
action

unbiased estimator for q since

E OnCA't q AT
2 interchange the roles of Qe f Oz in

a symmetric fashion
double learning extremely importantfor Deep Q learning

Qe St At Qe Sz At t

L Rtt ty Orr Sth anguaax Qe Sth
a

Qe 1St At

I 2
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double Q learning
doubles the

memory
requirements but does not increase
the CPU timelruntime

HI Exercise 6.13 write down algorithm
for Double Expected Sarsa

RL Algo's not complete

online offline
DP MC methods

EEpolicy
1 Is Ee ES policygradiaou policy offpolicy can beonline

Sansa R learning Expeeled Soria y


