
 
Gradient Descent Methods
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5 GD is sensitive to initial condition o_O
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Gradient Descent with Momentum
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why is momentum useful
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