
 

Deep Ritewing
soter discussed time methods for KL

policy defined from Vals or gals a

KID Vols approximate
value functions 8

qfs.at falsie policy using a

a als To sea ML model with
parans 0 weights

biases

Policy Gradient
Methods

algorithms that learn a parametrized
policy directly Io Sla

value function may be present
but it

is not required to select action
I actor critic algorithmss

idea parametrize policy by some variational
parameters D c Rd
Flats Tf als
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1 which knodel do we

use for a 1 To als

e y i if action space t is discrete
soeffnax policy

Io als

e Bho b a

p inverse temperature
p sa policy is greedy
p o equiprobable policy

sea some parametrized function
on S A e g DUN or CNN

or anything
suitable

to problem of study

e.g aridworlds Atari games board games
ii w s action space t

e.g Gaussian policy o

Io als t e 2 of is
b 250 61
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D no parane fire the meanyo
0 1 3 Oo f variance of of the

Gaussian policy
e S s Duno To

issue unimodality I

got it Mr
single Gaussian insult

Gaussian mixture models coveted Gaussian
etc

possible advantages of policy gradient
news Tour vaTue function methods
Totals can approach a deterministic policy
not possible if we use e greedy policies
e.g SARJA O learning etc

use line keys parameter 13 to control

stochasticity using a schedule

13 13 u h episode number
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less explorationBY for large13
a lot
of exploration

using a schedule we can enforce

convergence
of the algorithm

but to what

parametrization enables in principle
an arbitrary policy can have a

stochastic optimal policy
eg reward is uncertain

or env is stochastic
ermine

Stukas

learning the policy might just be
easier than learning a value function

can use policy to build in prior
knowledge about problem
penetraing e te
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2 how do we find optimal parameters 0
s t Totals x a als for a given task

assume that 0 1 3 Totals is diff ble

3 find those paraus 0 which minimize

expeeled return Epo Gt 1St Jo

e g use gradient descent lascent

Policy Gradient Theorem

RI objective total expected return
starting from stale fo
R following policy To afterwards

7 o E Gtl St So

Vito so valve function of a

couple gradient of the RL objective
wrt wort params f
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Ro s Ro Totals 9 sea

ZadaTotals gifts a t Totals Do 9io sea

zf otlalsDqiols.a t

zpls rls.a ptisiFEafaHRo pls rl s a Lgturo.is'D
indep of 0

21 Portals grass a t

Totals pls'ls a Do Holst
unroll
I Ho totals gals a t

totals pls'tsea DoTola ts'Dg.to Cs att

t.la ls4 2 pls ls aYDo Uro Is t

Pr Is x 6 ZEDO.toCalx q x a

where Pr Is x k is the prob to transition

fro s x in k steps after following Ta
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evaluate on initial state so

Do Ilo Es Pr.to so ssikDzHoTolalsDq ls

y s

issue y I s is cet a prob distr
not normalized

Do3101 5,2 0.14 34 y.nosyIDo
TolaHx9 ls.a

const
cindep AH Is nor alited

Do310 x pearls I Dottolals x gads a

overall const in GD is irrevaut in practice
b c it can be absorbed in the leaguing ratel

skpsiteotaD.LYDo TIE X Ismay I Datalals
x sea

problein p Isl requires knowledge of
the transition prob pls Is a

it requireas a model
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way
out MC methods

need to write Do310 as an expectation
over trajectories e so Ao Se Ar

Do Zarra Is q.to Is a ToCals Postol
Totals
DologTotals

Iquitos Totals Da begetolals x q.to sea

Tobabilityfor
pair sea to occur

u der Ta f p
det prob of a trajectory T to occur

under policy To f trans prob pls laal

Ile pls Tola lsdpls.la au a Is p salsa a
T l

p Iso IT at 1st p stti 1St at
C 0

Do 310 Eine Do beg TK x G It

where Ift at 1st Gk or Stat

I so A Sn Ge n Ar c S f



generatelsauple N trajectories using Me

from policy To

Do T.la x f
g

Do beg To It Get trajectory
sampledusing

ftpEE oeogTolaIlsIDLIE.rlsIt.aI
time stepwithin the episode

update rule for parameters D using IGA

a c f t L Fa 310
I T Fuse MC estimate

ascent
maximise learning rule Islep size
return

alleruinative derivation in Berkeley lectures

intuition about PG

PG gradient ascent for RL

PG makes higher reward trajectories
more likely

PG trial 9 error learning MY
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Anatomy of RL

algorithmsestimate return
igwaa

geuerate.am Ilive.li
improuepoliyTo

c O t2Do 3

REINFU RCE algorithm tier PG

e sample 2EIJI using Me from

current policy to Crn policy
2 estimate Do 310

3 Q a Do Improvepolicy
what can

1g
go Ing

with REINFORCE

iii initiate
q qG t t G t t t

r rt large cost
hints at a high variance problem
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how do we in PG

a take into account e ty
Ra I I II Do logia latish risk a

past action affect future states frewards
but not vice versa

It cannot affect rt at te t
T

It rls.I.at sZrcsE.aE gI
tht

reduces variance b c we have to sum

up Lerner members

qE need to go
2 baselines
recall i PG makes higher reward trajectories

more probable intuition

ii eg r rt 109 all trajectories
seem to be good
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want make traj which are better
theaverge more likely 9

trajectories worse than average
less likely

b ftp.rltoy average return

want
Da's I Rologitated Glet b

issue that's not the original gradient
IIe bro hegitott D been.p Polyak
beret
b Idt tox b de Dato.lt

bPo fdTTlT bPo E LD O

I

adding a baseline does not change
the expectationof the gradient baselines

but it changes its variance
are unbiased
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Improved PG with baseline lower variance

Dois III II Dohytolatelsil steal b

optimal baseline for

recall
Var EX IE EX EX

2

Var b E.me begiTCGbDT EaeEEGtd
Ene LDohyToGJ
indep of b

Is Val b Er I Hologram 2Gt 2b

2E Roby G 2b Epe Delight

Varied to

boptina
E Huey G

understand
division

boptinal knows about
element wise

different directions in
T.co landscape 13



drawback n not really used in practice
b c tedious to implement

Practical implementation of PG

how do we efficiently compute Do

Do Ja t byracriflated b

but T f Jj Gtri indep of A
cannot use that
as a wet tuition

use a pseudo cost In
a costas function s t

Da Ipsen Do exact lol
but Tpsendukft Texactlot

Tysendolote fu lugholes E KD b
a ten plenum tips
1 use larger batches of data

as compared to supervised learning
need to reduce variance of H

2 learningrate of ADAMA GD mayneed fine tuning ly


