
 
Value Function Methods

PG methods suffer to high variance
when estimating A Jlt

AC methods introduce fitted value iteration
to reduce the variance in the dlc

estimate of DaTCH

why do we need the actor it

can we get rid of it

anatomy of
RL algorithms with

value function appnxg.gr at

d
limpnrepolicy1
e.g use a f tgreedy
policy
it

it a agzaxQf
0 otherwise
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cannot fit v't since we can't improve
the policy online

T

arginax
Als a argmax

Qts a

a

fit the Q function Qty

Algorithm filledQ

iterationscollect data set repeat s times
si ai ri s f Ii

using some policy
Q learning is off policy

2 compete target

µ yi
r Csi ai t mage QEGta't

3 do supervised regression

y argue
in HQptcsi.ae fill

I
assumed
const in y

not ordinaryIGD
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Q learning is off policy
we are not learning trajectories
but every

transition s s is indep
taken into account

issue it doesn't work

Algorithm louliel alearning Watkins Q lewig

take action ag using some policy
I observe Sj aj rj Sj single Transit's

2 yj rlsj.ajltgwaa.gr Qe sj a'j
3 y argyin Qelsjiaj yj Il

Lo sua Eg
note arguyin z HQylsj.gr yjll

Re E HQe gig yj 11
I O

p Dy Qylsj.gr JxlQylsj.aj yj0yjis treated
as e indep
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problems with online Q learning
I regress on

ug teget Yj
argue

in HQylsj.gr yj112 looks like a

regression problemC

is Q learning gradient descent

Ne ble yj is
treated to be indepot p

in a learning yj
is a inning target

distribution which generates the data
i e policy changes over time

Q learning
with non linear function

approximation leg DNN
w nonlinear

activations does not converge
the absence of a proof for convergence
does not mean that in a given
instance Q learning cannot converge

2 samples drawn along a trajectory are

ed

single sample mini
batches

recall MC sampling autocorrelation time
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overfilling
cannot sample well the space of
transitions c SEE the

trajectories
need iid samples for SGD to work

eg

MEEa
OB

already
trajectoryforgot bluedata

overfilling

replay batters
at step 1 use any policy off policy
can re use older data
need policy w broad support

idea Butler

tilted dy iteration
strains time
evict data
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load a small randy batch fro
the buffer uniformly

remove correlations btw transitions
data points

butter needs to be initialized

eg use a random policy
or if you have a

guess for
a good

policy

update Sutter periodically
e g ring butter discard oldest data

chronologically

i
o

new transit.ms sampled using
e g

e greedy policy w r t Qy

note we don't immediately train on

the most recent data poi
maybe we never use it for training
transitions sampled fro buffer
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Q iteration w replay butter
e collect data set 1cg aj rj s'j g
using some policy i add it to buffer B
a sample a batch fro B uu y
3 y y L Re Qe Sj aj x

x t.Qylsj.gr ErlsjiajItyuegaxQyHfia'j
P

no gradient

target Q network
pushed here

still moving target problem
but
2 set yj rlsj.gr jug.x QeHf aft
3 y arguyin I 11Qelsj.gr gyjH

well posed regression problem treat as a

label i.e
SGD works indep of y
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idea use two Q networks

i Ong network to update in step 3

i Qq target network
hold fixed in step 3

Quiet keep updating7 in step 3IepI
e c argue

in E HQylsj.gr

rlsj.aj1tguag.axQyelsiaj 1
2

9
targetnetwork
heep fixed

steps 293 together regular regression
Qe Qy

makes Qy similar to the target net Qy
how do we choose One

use the old from previous iteration step
f parameters

physics intuition
adiabatic learning

how often do we update Qei
new time scale
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1 save target Qyi net para s y y
2 collect dataset 3Csg aj nj sj using

some policy add it to buffer B

s

y e e d ftp21 Qelgiaj
rlgiajltgmagxQlg g4J

2

inner loop of steps 387 regresses on

stationary targets yj
algorithm DON

Q learning with a replay butter I target
a net

e take aj using some policy e g E greedy wrto

observe Sj aj nj sj add it to butter B

2 sample mini batch I csjcaj.rj.gl j from
B uniformly

3 compute yj rcsj.ajltgmaa.xoylsj.gl
using target Qe network

yj is indep of y
g



4 y y L De Qylsj.gr Qylsjiaj yj

5 update target network y p
at a fixed number of steps

attend to update the

target del net at step 5

tin

iterations to update y p
issue abrupt change when y p
can we smear out the boundary

Iolyakaeaging
Y T y

t l T
y

T o ggg

Note now we update Qe net at

every step
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i take aj using some policy e g e greedy
wrt Qy observe Sj aj rj Sj add it
to buffer B

update target Qes net parameters y c p
using Polyak averaging

3 sample minisatch to B uniformly
sjiaj.rj.SI Dj

ie compute yj rcsj.ajltjqjaxglgl.gl
using target Qy network

y y
d 39 Qecsj.gr EQelsj ajl yjJ

geuevalview Deep Q leavening

process 1 data collection

orocess 2 target update
process 3 Q function regression
different processes can be repeated morellese

frequently
get different Q learning algo's discussed
so far 11



Tfiuline Q learning processes 1,2 3 all
run at same speed

2 DQN processes 1 3 run at sane speed
process 2 is slow

3 fHed O iteration process 3 is in the
inner lung at process 2
which is in inner loop
of grouse 1

Q ay net beaccurate
do the values Qle a correspond to the
actual expected return

recall Q learning estimates are optimistic
b c of the wax

a

use d ug
magx Qts a Qts auguax Q stalla

Qya Sia rt y Qy Cs arguagx Olya Issa'D

Qy sea rtp Qeals argqa.x.ae Gia'D
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avoid evaluating a Q function at an

action a which the anguax of
the

sacredfunction

use Qe target net Qy
tandard Q learning y

r t y ane Cs avg.mg Qp
duble Q learning y

ri yay Is auggiaxQylsia
double Q learning mitigates the
overestimation of Q values

Practical implemention bestpractice
network architecture for Oyl's a

il s

puny Q sea
a

Qls.ae ar
ID al s ar l al

s DNNy i

i

Q S 91A1 a IAI

Q learning takes time to stabilize
test your code on a simple task first
e g cartpole with a simple state space

mountain car etc Cut images etc
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once you are convinced your code
works

go
to actual problem 8 do a

hyperparameter search
use large replay

buffers

start with high exploration then use schedul

i e greedy with
e

µo
iteration

ii Boltzmann exploration
choose an action according to plalxe.gl

QGa

Xp exploration
temperaturexp

raiim
O

use a schedule for learning rate Istep size

A DAM may help
but it ay also3 hu mess things up

ly



Bellman error gradients can be large
il clip gradients clipc I

c x

ii use Huber less function instead of C won

iii i
r r

use double Q learning
DON takes time to train be patient

run multiple random zeds I average
the results

single seed simulation not necessarily
representative

15


