
 

Reinert Leering with
continuous Actions

recall
state space 5 reward space R
action space A

discrete state space S

e g gridwards etc

a ISI is a ageable numerically
i.e all stales can be visited during training
use tabular RL methods
e g Q table MC methods

first part of RL lecture
b Isl is too large

use function approximation e.g NN
Chapter S in fulton Barto

goal is to learn the value function
of unseen states
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2 ms He space
e y qubit example S Qe to cCont

PECO 25

cannot explore all stale unconutably many
function approx methods required

similarly A can be either discrete or

continuous

discrete action space t La am

eg moves along Gridworld Is N E w

application quantum gales Luo Ux Hy Ur

note the number of trajectories x in

an episodic task of Tsteps
is IAI T.ie exponential

mobley depending on the sparsity of
rewards exploring a large
trajectory space can be infeasible
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a It 1830
use PG methods AC methods DQN etc

b It In 100

advantageous to use guided explanation
e

g
Monte Carlo Tree Search CM CTS

Chapter 8 Sutton Barto planning
Alpha Zero algorithm

2 continuous action space t

e g external electric lmagnetic field
force torque

a discretion action space A

g iA
works well it din t e 2

e g if A 0 133 ie the unit cube
use linear grid of 10 points per dimens

a total of 103 acts're her A Eo 133
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b good find 12L algorithms to handle

continuous A

Policy Gradient
Methods incl actor critic

To als A x S 0 I

should parametrize a continuous distributio
over action space A

I unbounded action spaces
e g A IR for d 1

simplest possible cont distr Gaussian

itocalsl 1 expf ajf.gs2T of s or

uniquely fixed by its
first 8 second moments

Ma S IR mean

of
n S O o variance

a

Note Misl Ns

is

are stale dependent
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every
stale s has its own policy distr

to learn

dee find variational approximations to

Mls Ns Mocs oils

e.g NN

S una
Mocs

oats

havingpals oils sample an action

a from Gassian policy

To als N Mals oils

problems Gaussian distr has unbounded
support

action can take any value
in C no a

what if we need bounded continuous actions

E bounded continuous action spaces
e g A E O I or A e ca i b
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idea parametrize To by a distribution
with compact support

caveat we have to be able to sample
actions fro it easily

eg Bla d p p
1741743

a ll a 13 1

Beta distribution with para s 2 p
where 17ft f xZ e d Gamma

Junction
continuous generalizable
of the factorial u

bounded support
i EO I for 2,13
ii 10 il for 0 c 2113C

totals Bfa Lots Patsy
greedy to

o Hap k a
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properties use for
meau Ea Bca L p Laf p

greedyevaluation

ariance Vara Bla L a 2

34131421317
in PG methods

L Lo s

p pols
be variationally

approximated by a UN

reference by Chou et al

Improving stochastic policy
gradients in continuous control
with deep reinforcement learning
using Beta distribution

Roblee unimodal ily her Gaussian policy

Gaussia

nine
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way out 1 Gaussian mixture models
lecture 1 notebook 1

2 normalizing flow models etc

Tang 8 Agrawal arXiv
1809.10326

Q learning with continuous Actions

recall DQN involves the operations
a als f

l if a argamax Qy sea

0 otherwise

targetvalues yj rj y moai Qels a'I

Q learning contains a maximization

procedure over actions

robley max arguax require separate
optimization procedure in the

case of continuous actions

3 options to couple veux for
A continuous
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Qptiont
a gradiftbased opd e g

SGD

may be slow
wax arguax operationsare in innermost loopof DON

2 s k optimization 1H n 30

works well for low dimensional A spaces

maaxQels.ae qmaxhQylsiad QlsiaD Qts and

i select random
actions are an e g uniformly
from A

ii evaluate Q S at az an

iii tale discrete wax

n
Last might work
not very accurate
extension cross entropy method

Berkeleylectures
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Ep tire
use function classes for Q which
allow to analytically compute the wax

normalized advantage functions UAE

Qfs a a reels
t

Reels a reels Vets
cRd

s DNNy pp egRd
d

D din IA

ve c IR

note

argmax Qe
sea p s

maai.ae Is a yes
I aegmaxknown analytically

no need to computethem

downside Q function is quadratic in a
lose representational power

exact Q function may notbe quadratic in a
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Options
use a function approximator to
learn doing the maximization

algorithm deep Deleministic Policy Gradient
DDD G

misnomer

recall notation for deterministic policies
a S A a Tls

idea train a deterministic policynetwork
Mals s L

Mols anginax
Q sea

c A f
how do we find the optimal par aus Q

solve 0 argefax Qp
S Mals

held fixed

DoQp stealsD Romo day
d a

done automatically in

any auto diff package e g JAX
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netarget for DON algorithm
recall mg x Q sea Q Ks argueaux Q sea

yg.IE jtgQylsj.argma.axQelsj.aj
x rj t y Qe Sj Nal Sj
p.su e DDPG

e take action aj using
some policy

observe sj aj rj sj add it to butter B
2 sample mini batch from B uniformly
3 compute yj rj t g Qe Isf Mai

using target nets Qe ma
y y y aJj Ray Sj aj QpSj aj yj

s update deterministic policy params
o o t 13 To Qp Sj Ma sj

G up dat target nets y O le g Polyak

n
averaging


