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Q-learning 

The one step update rule may be described as 

The optimal Q function satisfies the Bellman equation 

To approach the optimal policy we have the following expression 



Definition of our main  Problem 

Exploitation vs Exploration 

• ε- greedy 

• Softmax

• Simulated annealing

• Probabalistic Q-learning (PQL)

• Fidelity-Based PQL (FPQL



Fidelity 

• In quantum mechanics, notably in quantum information theory, fidelity is a 
measure of the "closeness" of two quantum states.

• An evolving state of the controlled system can be expanded in terms of the 
eigenstates in the set 

• We define Fidelity as follows 



Probabilistic Action Selection and 
Reinforcement Strategy





• The goal of PQL is to learn a mapping from states to actions.

• The agent needs to learn a policy π to maximize the expected

• sum of discounted reward for each state

The algorithm boosts the following merits
1. The learning algorithm
possesses more reasonable credit assignment using a 
probabilistic method and the action selection method is more 
natural
without too much difficulty for parameter setting.
2. The
method provides a natural re–exploring mechanism





Reasons for including fidelity. 
For most complex reinforcement learning problems, the direction of achieving the objective is always delayed due to 
the lack of feedback information during the learning process unless the agent reaches the target state.

The updating rule of fidelity-based PQL for the Q function Is the same as for PQL, the difference is in the update rule for 
the probability distribution



The difference between the proposed fidelity-based probabilistic exploration strategy and the existing exploration 
strategies can be explained from a point of view of physical mechanism



FIDELITY-BASED PQL FOR LEARNING CONTROL OF
QUANTUM SYSTEMS
A. Learning Control of Quantum systems

Assume that the



Quantum Controlled Transition Landscapes

• A control landscape is defined as the map between

Although quantum control applications may span a variety 
of objectives, most of them correspond to maximizing the 
probability of transition from an initial state  to a desired 
final state 

For the state transition problem with t ∈ [0, T ], we define 
the quantum controlled transition landscape as



Learning Control of a Spin-(1/2) Quantum
System







Learning Control of Λ -Type Quantum System






